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Letter from the 

Editor -in-Chief  
 

The office of Undergraduate research and Creative 

Works (URCW) encourages and supports the 

establishment of collaborative partnerships between 

nurturing faculty mentors and enterprising students. 

Within these partnerships, critical inquiry, 

brainstorming, debate, and mutual discovery intertwine, 

leading over time to the production of finished work 

suitable for presentation, exhibition, and 

publication.  This journal gives students the opportunity 

to follow their completed work all the way through the 

professional process to publication. 

Thus, URCW is pleased to publish the very first volume of the peer- reviewed 

journal, Innovation: Journal of Creative and Scholarly Works.  In the first issue of this 

journal, we include eight submissions from a wide range of disciplines from students 

who have completed independent undergraduate creative or scholarly work.  We hope 

this first volume inspires many young scholars to consider publishing their 

undergraduate academic papers before they graduate college. 

I would like to thank our 21 volunteer faculty reviewers who participated in the 

review process. I would also like to thank Mr. Allen Beaver and his graphic design 

class for participating in the journalõs cover design competition.  We have an 

extraordinary journal graphic designed by undergraduate senior Laura Schramm that 

represents the essence of undergraduate research and creative works and the process 

of getting research published. 

 

Joanne D. Altman,  

Director of Undergraduate Research and Creative Works                 

Editor -in-Chief of Innovation: Journal of Creative and Scholarly Works 

  



Innovation: Journal of Creative and Scholarly Works 2013  

 

7 
 

 

Table of Contents 
 

Delayed Onset Muscle Soreness: Causes and Solutions              

Christiana Brockéééééééééééééééééééééééééééé.é..8 

 

Isolation, Idealism, and Gender Roles in òLanvaló              

Shannon Curleyééééééééééééééééééééééééééééé...22 

 

An Accounting Studentõs Take on the PCAOBõs New Auditing Standard: No. 16      

Matt Goffééééééééééééééééééééééééééééééé.....30 

 

The Effect of Self-Esteem on Metacognitive Factors that Affect School Performance    

Aimee Griffith éééééééééééééééééééééééééééé.éé.36  
 

Libertarians: Who Are They and Why Should We Care?                

Ashley P. Reavesééééééééééééééééééééééééééééé.46 

 

Originality Died and Made Profit King               

Patricia Suchanééééééééééééééééééééééééééé.éé..60 
 

The Mixed-Bloodõs Role: One of òNaturalistic Despairó             

Sarah Thompsonééééééééééééééééééééééééééé.é....66 

 

First Language Grammar Knowledge Predicting Second Language Anxiety and Proficiency 

Kelly Vaughn.................................................................................................................74



Innovation: Journal of Creative and Scholarly Works 2013  

 

8 
 

Delayed Onset Muscle Soreness: Causes 

and Solutions 

By Christiana Brock 

Christiana Brock, a senior exercise science major, became interested 

in her current research during her freshman year. Originally, an 

introductory athletic training class sparked her interest in Delayed 

Onset Muscle Soreness (DOMS). For Brock, the most fulfilling part 

of writing her research paper was being able to answer questions on a 

topic that sparked her curiosity. She was able to research prevention 

methods, because DOMS is something that the majority of people 

experience at least once in their lifetime. Brockôs mentor on this 

research project, Dr. Reich, has greatly guided and influenced her studies at HPU. Dr. Reichôs 

patient teaching and mentoring methods throughout the process of research have been 

encouraging, and have helped Brock decide upon her post-graduation plans. This fall, Brock will 

be attending Massachusetts General Hospital Institute of Health Professions and will be pursuing 

a doctorate in physical therapy. 

  

Abstract 

Delayed Onset Muscle Soreness (DOMS) is post-exercise muscle pain that can occur within 

twenty-four hours following unaccustomed and strenuous eccentric exercise. DOMS has been a 

topic of study for over thirty years, but it is still not well understood. A variety of theories exist 

for the etiology of DOMS, and there is debate surrounding the efficacy of various modalities and 

techniques aimed to prevent and treat it. With many individuals living sedentary lifestyles, it is 

important to understand DOMS, because the associated pain can discourage deconditioned 

individuals from continuing new exercise programs. This literature review will present research 

that examines the potential cause of DOMS as well as methods of prevention and treatment. 

 

 

elayed Onset Muscle Soreness 

(DOMS) is post-exercise pain that 

follows unaccustomed strenuous 

exercise. Clinically, DOMS is detected 

between 6 and 12 hours after exercise (Close 

et al., 2005), and peaks between 24 and 48 

hours post-exercise. Generally, it is entirely 

diminished by 1 week following the initial 

exercise bout (Armstrong, 1984).  Though 

DOMS will dissipate on its own, it is 

important to understand because of the 

rampant epidemic of sedentary lifestyles 

(i.e., habitual inactivity) leading to obesity.  

DOMS could deter a deconditioned 

individual from continuing a new exercise 

program and could also cause new exercises 

to be unappealing.  

DOMS is a marker of eccentrically 

induced muscle damage which is 

characterized by micro-tears in muscle 

fibers and is also associated with decreases 

in flexibility and maximal muscle force as 

D 
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well as increases in blood creatine kinase 

concentrations (Gulick et al., 1996). A 

number of theories have been offered that 

propose to answer the questions surrounding 

DOMS Some have been found to be 

relevant, while others have been discarded 

or disproved (Cheung et al., 2003). 

Important areas of research to consider 

address the types of actions that cause 

DOMS so that preventative measures can be 

taken, if applicable, and the physiological 

response to unaccustomed strenuous 

exercise, including the inflammatory 

response (Schutte & Lambert, 2001), in 

order to appropriately treat this pain. Also, 

evaluating modalities and medications that 

are available to treat this pain is essential in 

order to best accommodate patients, athletes, 

sedentary individuals, and other clients.  

 

Causes 

 

Eccentric Exercise 

 

 One specific type of muscle 

contraction, eccentric, leads to DOMS. 

Eccentric contractions occur when a muscle 

contracts while lengthening. Examples 

include activities such as downhill running 

and weight-lifting. When the load placed on 

the muscle surpasses the muscle force, 

elongation occurs, thus creating an eccentric 

contraction as well as muscular tension. 

When the increased amount of tension is 

created, there is a much higher risk of 

damage to the muscle (Cheung et al., 2003), 

thus increasing the risk of DOMS.  

Furthermore, during unaccustomed exercise, 

fewer motor units within the muscle are 

recruited than will be once the motor pattern 

in learned, further increasing the risk of 

muscle damage and DOMS (Clarkson & 

Tremblay, 1988). 

 

 

 

Mechanisms 

 

 Physiologically, many theories exist 

to explain why DOMS occurs; however, one 

theory is favored among researchers 

(Warren et al., 1993, Gleeson et al., 1995, 

Lieber & Friden, 1991, & Nikolaou, 1987). 

After engaging in unaccustomed exercise, 

research suggests that injury occurs to the 

muscle cell membrane, thus causing a 

disturbance to the sarcomere contractile 

units in muscle (Warren et al., 1993). 

Damage to the sarcoplasmic reticulum also 

occurs, causing calcium ions to exit 

resulting in a build-up of ions in the 

mitochondria, thus impairing the aerobic 

production capacity of ATP (Schutte & 

Lambert, 2001). Additionally, the calcium 

ions cause contractile protein degradation, 

which coupled with disruption to the 

sarcomere membrane, contributes to the 

inflammatory response (Powers & Howley, 

2012 & Hilbert et al., 2003).   

The inflammatory response to this 

injury has been studied extensively. When 

injury to the sarcomere occurs and calcium 

levels increase (Schutte & Lambert, 2001), 

phospholipase A2 activation is triggered as 

well as arachidonic acid metabolism (Vane 

& Botting, 1987). Then, leukotrienes and 

prostaglandins (specifically prostaglandin 

E2, also known as PGE2) are synthesized. 

PGE2 directly contributes to the pain felt in 

response to DOMS while leukotrienes cause 

an elevation in vascular permeability 

(Connolly et al., 2003). This increase is a 

magnet for the recruitment of neutrophils to 

the injury. The elevated levels of neutrophils 

cause a "respiratory burst," triggering the 

proliferation of free radicals which are 

unstable particles that cause further damage 

to the muscle. The combination of PGE2, 

swelling, and the proliferation of free 

radicals is believed to lead to further damage 

and DOMS (Lieber & Friden, 1991). 
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Solutions 

 

The Repeated Bout Effect 

 

 As DOMS is typically triggered by 

new and unfamiliar exercise, it can be 

minimized by previous introduction of that 

exercise known as the repeated bout effect 

(Clarkson & Tremblay, 1988). The first time 

that an individual engages in unfamiliar 

exercise, it is likely that he or she will 

experience DOMS.  Skeletal muscles 

quickly adapt with repeated exercise; 

however, this adaption is fleeting. If the 

individual does not continue to engage in the 

activity regularly, the muscle will lose its 

recently acquired adaptations, causing it to 

become vulnerable again to eccentric muscle 

damage and DOMS (Close et al., 2005 & 

McHugh, 2003).  Therefore the repeated 

bout effect can be considered one method of 

prevention. Even though DOMS is 

inevitable with unfamiliar and 

unaccustomed eccentric exercise, if he or 

she continues to engage in the exercise on a 

regular basis, they will not continue to 

experience this pain. Chen et al. (2007) 

found that 40% of the maximal voluntary 

isometric contraction (MVIC) provided a 

protective effect on the elbow flexors. 

Similarly, in a more recent study  (Chen et 

al., 2012) they found that eccentric exercises 

at intensities as low as 10% of the MVIC 

gave protection against soreness for the 

elbow flexors during subsequent maximal 

eccentric contraction-induced muscle 

damage. Furthermore, as the intensity of 

DOMS has been found to correlate with the 

intensity of the related exercise bout (Chen 

2012), the protection against DOMS 

conferred by lower intensity exercise prior 

to more strenuous exercise bouts found in 

these studies may be helpful in devising 

strategies to minimize pain at the onset of 

new exercise programs. 

 

Analgesics 

 

 Analgesics have been recommended 

by some to give temporary pain relief after 

unaccustomed exercise, most commonly 

non-steroidal anti-inflammatory drugs 

(NSAIDS) and acetaminophen. There is not 

agreement in the literature for the efficacy of 

these drugs, however.  The rationale for the 

efficacy of NSAIDS is that they work to 

inhibit the body's natural inflammatory 

response by inhibiting the cyclo-oxygenase 

(COX) pathway, the portion of the 

inflammatory response that synthesizes 

prostaglandins and signals the sensation of 

pain (Vane & Botting, 1987 & Peterson et 

al., 2003).   

While NSAIDs typically provide a 

sense of relief for certain types of pain, such 

as that associated with headaches, there is 

less evidence that they provide relief for 

DOMS. In fact, there is evidence to suggest 

that by stunting the body's natural 

inflammatory response these medications 

may even extend the recovery time after 

muscle damaging exercise (Trappe et al., 

2002 & Peterson et al., 2003). 

Multiple studies have examined the 

effectiveness of NSAIDs in recovery from 

muscle damage and DOMS, specifically 

ibuprofen. The results of these studies are 

not consistent; while some show benefit, 

especially if administered prophylactically 

(Hasson et al., 1993), the majority show no 

effect (Trappe et al., 2002; Peterson et al., 

2003; Barlas et al., 2000; Donnelly et al., 

1990; Grossman et al., 1995; Howell et al., 

1998; Kuipers et al., 1985; Mishra et al., 

1995; Pizza et al., 1999; & Semark et al., 

1999).  One study (Peterson et al. 2003), 

found that a therapeutic dose of ibuprofen 

did not have an effect on the concentration 

of the muscle's inflammatory cells. They 

suggested that ibuprofen attenuated the 

protein synthesis that typically occurs post-

exercise, which was further investigated by 
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Trappe et al. (2002). Extending their study 

over a longer period of time, Trappe et al. 

engaged subjects in high intensity eccentric 

exercise daily for 16 days while they took 

the maximum over-the-counter dose of 

ibuprofen daily. Finding more than a 50% 

decrease in protein fractional synthesis rate 

in the ibuprofen group compared to placebo 

group, at five and eight days post-exercise, 

they concluded that ibuprofen attenuated the 

typical increase in protein synthesis 

following eccentric exercise.  

Though ibuprofen has been found 

ineffective in treating DOMS, there is 

limited evidence that other NSAIDs, such as 

naproxen and diclofenac, are effective in 

attenuating muscle soreness. Dudley et al. 

(1997) studied the effects of naproxen on 

muscle soreness and found that treating 

subjects for 10 days with naproxen did 

shorten the amount of time that the 

participants experienced muscle soreness. 

Donnelly et al. (1988) found that treating 

participants prophylactically with diclofenac 

resulted in reduced soreness compared to the 

placebo group. Similarly, O'Grady et al. 

(2000) found that a prophylactic dose of 

diclofenac administered 2 weeks before until 

almost 2 weeks after eccentric exercise 

caused reduction in DOMS. One possible 

reason that ibuprofen is ineffective while 

diclofenac has been found to have some 

efficacy could be attributed to the fact that 

ibuprofen is a single action drug, while the 

latter is a dual action drug (Brooks et al., 

1991). Overall, it is evident through the 

examination of literature that the efficacy of 

NSAIDs is limited. Due to the impaired 

protein synthesis that they are suspected to 

cause, as well as the adverse effects of 

habitual use on other organ systems (Kuehl 

et al., 2010), these medications may not be 

best advised to treat DOMS. 

 Acetaminophen (i.e., Tylenol) is a 

common analgesic whose efficacy has been 

investigated in the treatment of DOMS 

(Peterson et al., 2003; Tolman et al., 1983; 

& Trappe et al., 2002).Unlike NSAIDs, 

analgesics provide pain relief, but have a 

minimal effect on the inflammatory 

response. They typically give a reprieve 

from muscle pain by blocking the synthesis 

of prostaglandins through the nervous 

system (Peterson et al., 2003 & Tolman et 

al., 1983). Peterson et al. also investigated 

acetaminophen in their 2003 study and 

yielded similar results to those of ibuprofen. 

Furthermore, acetaminophen also inhibited 

protein synthesis (and to a greater degree 

than ibuprofen), despite the fact that it is not 

an anti-inflammatory medication. Although 

the studies of Trappe et al. and Peterson et 

al. yielded equivocal results, it is important 

to recognize that inter-subject response to 

medications can be quite variable (Trappe et 

al., 2002). Furthermore, measurements of 

skeletal muscle fractional synthesis rate 

were taken at different timepoints; Peterson 

et al. tested 24 hours after exercise, while 

Trappe et al. tested for 16 days. Therefore, 

more research is necessary. 

 

Massage 

 

 A growing body of literature has 

investigated massage as a treatment for 

DOMS (Smith et al., 1994; Warren et al. 

1999; Cannon et al. 1990; Farr et al., 2002; 

Hilbert et al., 2003; & Zainuddin et al., 

2005).   In a highly cited study, Smith et al. 

(1994) hypothesized that DOMS is related to 

neutrophil infiltration into the muscle, and 

that massage administered two hours after 

eccentric exercise would disrupt the 

ñmargination and subsequent emigration of 

neutrophils into the area of injuryò (Smith et 

al, 1994, page 94). They speculated that this 

type of disruption could lead to a reduction 

in the inflammatory process through an 

increase in blood flow to the area, thus 

hindering the outward emigration of 

neutrophils and subsequently resulting in a 
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decrease in the intensity of DOMS. In 

agreement with the hypothesis, subjects who 

received massage reported less pain and 

discomfort after the treatment compared to 

the control group. Furthermore, results 

showed that post-exercise, the control group 

had mean serum neutrophil levels of 

approximately 4% above baseline while the 

massage group had mean serum neutrophil 

levels of approximately 15% above baseline. 

The authors speculated that circulating 

neutrophil levels were elevated in the 

massage group due to an increase in blood 

flow to the affected area, which hindered the 

neutrophils from moving into the tissue, thus 

reducing the amplitude of muscular damage 

that is caused by inflammation. 

 Because massage tends to provide 

increased blood flow to a specific area, it 

follows that an analgesic effect could be 

experienced. Farr et al. (2002), Hilbert et al. 

(2003), and Zainuddin et al. (2005) all found 

massage to be an effective treatment for 

DOMS in both men and women. However, 

all three of these studies agreed that massage 

did not impact losses in muscle function, 

strength, or range of motion. Furthermore, 

although DOMS was attenuated, there was 

no significant difference in neutrophil levels 

with massage compared with controls. 

Therefore, the analgesic effects may not be 

related to the modification of inflammatory 

response (Farr et al., 2002; Hilbert et al, 

2003; & Zainuddin et al. 2005). Hilbert et al. 

(2003) speculated that the larger muscle 

mass used in their study could explain the 

discrepancies found compared to the study 

by Smith et al. Increased exercise load (60 

eccentric repetitions in Hilbert et al. vs. 35 

in Smith et al) and increased size of 

exercised muscle mass could have possibly 

caused a heightened inflammatory response 

in the study by Hilbert et al. compared to the 

study by Smith et al , making it harder to 

distinguish the effects of a treatment on the 

margination of neutrophils.  

There are conditions that must be 

met in order for massage to produce an 

analgesic effect. Research suggests that 

massage must be applied within 2 or 3 hours 

after eccentric exercise (Krilov et al., 1985). 

Also, it is important to note that all of these 

studies considered untrained populations. 

Farr et al. (2002) stated that it may be best to 

avoid massage in active athletic populations. 

Since performance is of the upmost 

importance, this technique should be used 

with caution because it does not lead to any 

advantages in performance such as increased 

muscle strength or range of motion.   

 

Warm-Up and Stretching 

 

 Defined as ñgentle exercise 

preceding vigorous physical activityò (Law 

& Herbert, 2007), warming up before 

eccentric exercise has been found to provide 

contradictory results in regard to DOMS. 

Law and Herbert examined this 

phenomenon and hypothesized that if 

warming up could help to prevent muscle 

strain, it may also help prevent or attenuate 

DOMS. Participants were split into two 

groups, one of which warmed up, while the 

other did not. Following the warm-up, 30 

minutes of eccentric exercise was 

performed. The researchers found that a pre-

exercise warm-up only provided an average 

of a 13% decrease in perceived DOMS. It is 

possible that a longer warm-up time could 

be more beneficial, though additional 

research is necessary.  

The rationale for warming up to 

prevent DOMS is that the internal 

temperature of the body increases, thus 

increasing the muscle temperature. With this 

increase, muscle myofibrils may be more 

yielding and post-exercise damage could be 

attenuated because more fibers are 

compliant, and thus, more stretch is possible 

during exercise (Law & Herbert, 2007). 

Evans et al. (2002) found that heated passive 
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warm-up was more effective than active 

warm-up. Discovering that there were no 

differences in CK levels post-exercise due to 

warm-up, they concluded that warming up 

may help mildly with soreness, but did not 

protect the muscle from the micro-tears 

associated with DOMS. More recently, 

Takizawa et al. (2012) found that warm-up 

exercises were unsuccessful in lessening 

DOMS and did not prevent muscle strength-

loss. Clearly, there is little efficacy found in 

the preventative technique of warming up.  

 Little evidence is also available to 

support stretching as a method to prevent 

DOMS. Smith et al. (1993) found that 

neither ballistic nor static stretching were 

effective and that static stretching appeared 

to increase DOMS. More recent studies 

(Johansson et al., 1999 & Herbert et al., 

2011) also found that stretching did not 

provide any preventative benefits.  Instead, 

it was suggested that stretching that is too 

rigorous or unfamiliar could induce DOMS 

and cause more muscular damage 

(Johansson et al., 1999). Overall, it is clear 

that there is little evidence to support pre-

exercise stretching as a preventative 

treatment for DOMS.  

 

Cryotherapy 

 

 Cryotherapy is the application of 

cold as a therapeutic intervention (Snyder et 

al., 2011). Multiple forms of cryotherapy are 

available such as cold-water immersion and 

ice massage. Cold-water immersion has 

been shown to be effective in the treatment 

of DOMS. A study by Eston and Peters 

(1999) found that the key to its effectiveness 

was repeating the treatment for multiple 

days after the eccentric exercise bout. They 

found that there was reduced stiffness and 

lower levels of plasma CK, indicating that 

cold-water immersion was helpful in 

preventing damage that leads to DOMS. 

Cold-water immersion and ice are known to 

help in reducing the inflammatory response 

(Sellwood et al., 2007); therefore, it is 

possible that inflammation is lessened 

through cryotherapy following eccentric 

exercise and that free radicals do not have as 

many opportunities to cause further damage 

(Eston & Peters, 1999). Not all forms of 

cryotherapy are as effective as cold-water 

immersion. Yackzen et al. (1984) found that 

ice massage was ineffective and speculated 

that efficacy would increase if multiple 

treatments were completed; however, Isabell 

et al. (1992) tested ice massage with 

multiple treatments and found that ice 

massage was still ineffective.  

 

Contrast Water Therapy 

 

 Contrast water therapy is a type of 

therapy involving alternating cold and hot 

water immersion for a specified period of 

time (Vaile et al., 2007). The physiological 

rationale for this as a treatment for DOMS is 

multifaceted. First, hydrostatic pressure is 

present with the process which may provide 

not only muscular compression, but also 

vascular compression which confers early 

intervention against swelling (Wilcock et al., 

2006). Second, the immersion in hot water 

helps with vasodilation (increasing and 

expanding the flow of oxygen to the 

muscles) while cold water immersion up-

regulates the activity of the sympathetic 

nervous system, resulting in elevated 

amounts of blood sent to the extremities 

(Wilcock et al., 2006).  

Contrast water therapy has been 

shown to be effective, specifically in the 

athletic population (Vaile et al., 2007).  

Vaile et al. recruited recreational athletes to 

engage in eccentric exercise. Following 

exercise, one group received contrast water 

therapy for 15 minutes while the other group 

passively sat (with minimal movement) for 

15minutes. Results showed that contrast 

water therapy reduced swelling and 
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increased functional strength. In fact, 48 

hours after exercise, the control group was 

unable to complete the isometric squat test 

for functional strength due to DOMS, while 

the treatment group was able to complete a 

small number of repetitions for the test with 

less reported pain in their thighs. Contrast 

water therapy is a hopeful treatment for 

athletes because it could potentially increase 

their ability to generate strength more 

quickly following eccentric exercise. 

Unfortunately, this type of treatment must 

be performed immediately after the 

conclusion of eccentric exercise and is not 

widely available to all, making it impractical 

for most sedentary members of the general 

population who likely do not have access to 

this treatment.  

 

Ultrasound 

 

 Ultrasound treatments emit sound 

waves that penetrate heat in deep tissue. 

Increasing muscle temperature through 

ultrasound has also been studied as a 

potential treatment for DOMS. (Aytar et al., 

2008; Brock Symons et al., 2004; & Ciccone 

et al., 1991). Brock Symons et al. and Aytar 

et al. found that although the muscle 

temperature increased measurably, the 

heating technique did not reduce DOMS. In 

addition, Brock Symons et al. found that the 

ultrasound did not diminish strength loss or 

improve range of motion; concentric 

strength was also recovered more quickly. 

Therefore, while ultrasound may not prevent 

muscle damage leading to strength loss and 

DOMS, it could help with strength recovery.  

In contrast to these findings, Ciccone et al. 

found that ultrasound after eccentric 

exercise actually led to an increase in 

reported DOMS.  

So, what was the difference between 

these studies? Why was there discrepancy in 

the findings?  One of the main differences in 

these studies was the treatment times for 

ultrasound. Ciccone et al. administered five 

minutes of ultrasound per session, while 

Aytar et al. and Brock Symons et al. 

administered 10 minutes. Furthermore, 

Aytar et al. administered this treatment for 

five days. This difference in treatment 

duration could point to a possible distinction 

benefit reliant on longer treatment duration.  

 

Compression 

 

  Compression garments are clothing 

worn to enhance blood flow from superficial 

veins into deep veins (Trenell et al., 2006). 

Many types of compression garments exist, 

such as those for arms and legs, and aim at 

reducing edema that often occurs with 

DOMS (Trenell et al., 2006). Studies are 

equivocal with regard to their effectiveness 

in preventing DOMS. Kraemer et al. (2001) 

found that wearing compression garments 

following eccentric exercise decreased 

soreness, and increased recovery of strength 

and range of motion while minimizing the 

post-exercise increases in CK levels, 

indicating that the compression garment 

may help to reduce the muscle damage 

leading to DOMS. Likewise, Webb and 

Willems (2010) found that participants 

wearing compression garments reported a 

decrease of approximately 10% (at 24 hours) 

in perceived soreness compared to controls.  

 There are a few conclusions that can 

be drawn from the differences in these two 

studies. The Kraemer et al. study utilized 

arms for testing, versus the Webb and 

Willems study that used legs. Therefore, it is 

possible that compression garments are 

more effective on smaller muscles. Also, it 

is important to note that the Kraemer et al. 

study applied compression after the 

eccentric exercise was performed, while the 

Webb and Willems study applied 

compression during the execution of the 

eccentric exercise, removing it when the 

exercise bout was completed. More research 
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should be done before definitive 

recommendations regarding the use of 

compression garments are be made in regard 

to prevention and/or treatment of DOMS.  

 

Antioxidant Supplementation 

 

 Two antioxidants that have been 

examined in the prevention and treatment of 

DOMS are vitamin C and vitamin E. 

Antioxidants are substances that impair 

oxidation. Free radicals have been 

hypothesized to cause ñsecondaryò muscle 

damage in addition to that caused directly by 

eccentric exercise (Lieber & Friden, 1991). 

They are released in reaction to a 

"respiratory burst" by neutrophils recruited 

to the area by the initial muscle damage, 

causing a state of oxidative stress to occur. 

Because antioxidants work to inhibit 

oxidation, it is plausible that antioxidants 

could be effective in reducing this oxidative 

stress, and thus secondary muscle damage 

that is experienced (Connolly et al., 2003).  

 Many studies have tested the 

efficacy of antioxidant supplementation in 

relation to DOMS in both humans and 

animals (Shafat et al., 2004;  Zerba et al., 

1990; & Childs et al., 2001) but their 

findings are equivocal with some (Zerba et 

al.) finding no effect of antioxidant 

supplementation on muscle soreness or 

swelling and others (Childs et al.) 

concluding that muscle damage was 

amplified with antioxidant supplementation  

However, positive benefits have been found 

in using a combination treatment of  

vitamins C and E together in humans for an 

extended period of time before and after 

unaccustomed eccentric exercise (Shafat et 

al., 2004). Following 30 days of daily 

supplementation, participants performed 

strenuous eccentric exercise and then 

continued supplementation for seven 

additional days during recovery. By 

supplementing the participants 30 days in 

advance, the researchers sought to ensure 

that the antioxidants were active in the body 

and that the concentrations of the 

antioxidants were stable. Furthermore, by 

continuing to supplement the participants 

after the eccentric exercise, the researchers 

sought to increase the likelihood that there 

was a continual supply of antioxidants 

present at the site of injury. Results 

indicated that the use of vitamin C and E 

attenuated DOMS and minimized strength-

loss compared to the control group. The 

authors speculated that this was because the 

excitation-contraction machinery 

experienced less damage with antioxidant 

supplementation.  

Overall, the antioxidant 

supplementation research shows mixed 

results. Based on the findings of Shafat et 

al., it can be argued that when supplemented 

in an appropriate time frame, antioxidant 

supplementation can be an effective means 

of reducing DOMS following eccentric 

exercise. Regrettably, an ordinary person 

will likely not take vitamin C and E for 30 

days solely to complete eccentric exercise. 

In order for this methodology to be 

effective, the individual must be on 

antioxidant supplements on a regular basis.  

 

Natural Fruit Juice Remedies 

 

 Recent research has reported that tart 

cherry juice, as well as pomegranate juice, 

can provide benefits for those who have 

engaged in unaccustomed eccentric exercise. 

Tart cherries are a source of phenolic 

compounds that have high amounts of 

antioxidants and anti-inflammatory 

properties (Kuehl et al., 2010). Cherries 

have also been found to decrease the amount 

of inflammatory markers in healthy men and 

women (Kuehl et al., 2010). Because of this, 

scientists have hypothesized that tart 

cherries/cherry juice could be effective in 

providing protection from DOMS. Connolly 
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et al. (2006) found that the consumption of 

cherry juice four days before and four days 

after an unaccustomed eccentric exercise 

bout provided protection against strength-

loss and DOMS compared to placebo. The 

reason is not entirely known; however, it 

could be hypothesized that tart cherry juice 

has similar actions to those of antioxidant 

supplements. Connolly et al. reported an 

average 4% strength-loss in the treatment 

group compared to an average 22% strength-

loss following eccentric exercise. They also 

found that soreness in the treatment group 

peaked at 24 hours versus 48 hours in the 

placebo group, suggesting that the tart 

cherry juice treatment expedited the 

inflammatory response and led to swifter 

recovery from soreness compared to the 

control.  

  The benefits of tart cherry juice 

have been further supported in a study by 

Kuehl et al. (2010) which found that tart 

cherry juice consumed 1 week prior to 

eccentric exercise reduced post- exercise 

pain by over 66%. They proposed that tart 

cherry juice may inhibit the COX pathway, 

which could diminish portions of the 

inflammatory response. However, without 

measuring markers for muscle damage or 

inflammation (i.e., CK levels and 

neutrophil/monocyte activation), a 

mechanism for this decreased soreness could 

not be determined.  

Pomegranate juice has also been 

proposed as a natural remedy for DOMS. 

Providing polyphenol (antioxidant) 

advantages, pomegranate juice has recently 

been found to help conditions characterized 

by inflammation, such as rheumatoid 

arthritis (Shukla, 2008). Trombold et al. 

(2011) treated 17 resistance-trained male 

participants with pomegranate juice for 15 

days. Half-way through the treatment 

period, they eccentrically exercised the 

elbow and knee flexors. Results showed that 

the group who consumed pomegranate juice 

exhibited less strength loss and soreness in 

the elbow flexors. However, there was no 

effect on knee flexor strength loss or 

soreness following the exercise. One 

possible reason for this may be attributed to 

the repeated bout effect. Individuals tend to 

use their knee flexors on a more daily basis, 

which could have provided protection 

against the potentially perceived soreness 

(Trombold et al., 2011). Both cherry juice 

and pomegranate juice supplementation 

could be useful in the treatment of DOMS. 

They are more readily available and more 

affordable than many of the modalities 

previously mentioned (Connolly et al., 

2006). Kuehl et al. (2010) also suggested 

that tart cherry juice supplementation would 

be specifically beneficial in repeated bouts 

of distance running. Nonetheless, both of 

these remedies are new fields of research 

that require more study. 

 

Conclusion 

 

Although it is generally agreed that 

DOMS is triggered by disruptions to the 

muscle cell structure following 

unaccustomed eccentric exercise, scientists 

and clinicians do not agree on the efficacy of 

prevention or treatment methods.  For 

example, contrary to popular belief, most 

NSAIDs and acetaminophen should not be 

recommended to cope with muscle soreness.  

In order to inform the population on current 

research findings, it is necessary to begin 

with educating coaches, personal trainers, 

and other health professionals on the lack of 

efficacy surrounding techniques such as 

warm up and stretching. Additionally, many 

suggested preventative treatments, such as 

antioxidant supplementation and fruit juice 

remedies, offer hopeful and positive results 

with few negative effects; however, the 

findings are new and scarce.   

 DOMS naturally resolves itself with 

time. It is likely, in part, that because of this, 
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many questions remain unanswered as 

research resources are dedicated elsewhere. 

Unlike cancer, for example, DOMS cannot 

kill an individual and at worst, may give a 

week of discomfort. However, it is a topic 

that should be strongly considered because 

the soreness felt after unaccustomed 

exercise could deter sedentary individuals 

from continuing with new exercise 

programs. Inactivity is plaguing the United 

States and is associated with the rising trend 

in obesity. If an individual feels sore after 

exercising, he or she may be less likely to 

continue to exercise.  Therefore, it is 

important for patients, clients, personal 

trainers, and coaches to be informed 

regarding the causes of DOMS and the 

effects of available prevention and treatment 

methods in order to provide the best strategy 

to attenuate post-exercise soreness.   
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Isolation, Idealism, and Gender Roles in 

òLanvaló 
 

By Shannon M. Curley 

Shannon M. Curley, a sophomore English major with a minor in 

womenôs and genders studies, became interested in her topic of pre-

modern literature while taking an English course. Her poem of 

focus, Lanval, caught her interest because it was originally 

composed in French, and translated to English in the 12
th
 century. 

She worked with her mentor, Dr. Laura Linker, to compose her 

research paper. Curley believes that there is a very exciting quality 

about going beyond standard thinking and opening oneôs mind to new interpretations and ideas. 

Working with her mentor has boosted her academic confidence, and Curley now loves research 

because she has learned of her ability to teach herself new things and to challenge her own mind. 

Dr. Linker has become an ally who helps Curley achieve her goals in any way that she 

can. Curley hopes that after graduation, she will go on to graduate school, and keep her love for 

literature alive in every way possible. 

 

Abstract 

In Anglo-Norman literature, there were three predominant ideas which guided writers in 

defining gender identity in their works: chivalry, power, and love. In her lais, Marie de France 

discusses all three, though not always as traditionally as the aristocratic males of her time may 

have preferred. de France had great focus on more ñmarginalized members of the Norman 

aristocracyò (Finke and Schictman 479), including women and bachelor knights, and was known 

as a realist, portraying figures as they actually were, not just how society expected them to be 

(Damon 969). Furthermore, de France challenged traditional roles and situations, using stock 

heroines and heroes to deal with real and symbolic turmoils.  In her lay, ñLanval,ò de France 

explores the theme of love through an isolated, idealized world where traditional gender roles 

are both challenged and reversed. The accepted notions of power, patronage, love, and gender 

stereotypes are reversed and further used to define love in ñLanval.ò Although the survival of 

this idealistic ñtrue loveò is dependent upon isolated worlds outside of reality. de France allows 

women to be, ñnot simply objects of male desire; rather they hold the key to greater knowledgeò 

(Damon 173).  By challenging accepted cultural norms in a secluded fantasy world, de France 

introduces radical ideas without putting accepted norms on public trial. She creates the idea of 

true love within the context of a completely nonconformist pair of gender-disoriented lovers and 

allows for both men and women to envision personal potential outside of 12th-century 

expectations. 
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n Anglo-Norman literature, there were 

three predominant ideas which guided 

writers: chivalry, power, and love. In her 

lais, Marie de France discusses all three, 

though not always as traditionally as the 

aristocratic males of her time may have 

preferred. de France had great focus on less 

recognized members of Henry IIôs 

aristocracy, including women and bachelor 

knights, and was known as a realist, 

characteristically portraying characters as 

she observed them in real life, whether those 

observations conformed to their projected 

stereotypes or not. Furthermore, de France 

challenged traditional roles and situations in 

the 12th century, using stock heroines and 

heroes to deal with real and symbolic 

turmoils.  In her lay, ñLanval,ò de France 

explores the theme of love through an 

isolated, idealized world where traditional 

gender roles are both challenged and 

reversed.  

 The key to ñLanvalò is that, while it 

showcases some feminist views and 

confronts gender norms, it does so within a 

fantastical world that cannot reasonably be 

viewed as reality. de France uses this 

technique as a way to subtly convey new 

ideas without dismissing accepted cultural 

standards outright. As S. Foster Damon 

says, ñThe supernatural worlds allows the 

irrational to be dealt with as mere 

appropriatenessò (995) ï because this 

isolated world does not truly exist, it allows 

for the insensible to be made sensible, as an 

imaginary society has no rules.  

 There cannot be a gender reversal 

without a gender stereotype. In twelfth 

century England, men and women had very 

specific roles. The men worth writing about, 

generally knights or members of the 

aristocracy, were expected to be handsome, 

wealthy, and well-connected with a 

brotherhood of fellow knights and comrades, 

almost always members of the upper class. 

They often sought out women with whom to 

share affection and were notably victorious 

in the battlefields of both of love and war. 

While not all men could be rich, they often 

functioned in a system of patronage, where 

their power came from both the generosity 

of their superiors and the intangible values 

of respect and fellowship from their 

subordinates and contemporaries. Indeed, 

ñpatronage regulated the formation and 

maintenance of gendered and class 

subjectivities among the aristocracy of 

Norman Englandò (Finke and Schictman 

479). If you did not have money then you 

could not have power or status.  

 Conversely, women in Henry IIôs 

reign were hardly worth a mention without 

the presence of a male. They were often 

portrayed as flighty and dependent. They 

could not own property, and any wealth they 

had was obtained through males ï generally 

their father or spouse. A womanôs greatest 

attribute was her beauty, and her ability to 

attract others and use this attraction as 

power. This beauty was also perceived as a 

threat, however, because of the power it 

could give women over men (Semple 164). 

Though women were the ñlesser sex,ò they 

used their looks to challenge men, leading 

Christian theologians of the day to proclaim 

ñthe direction of sin was from woman to 

man, not from man to womanò (Semple 

165).  Even though de France portrays her 

charactersô physical traits as a reflection of 

these stereotypes, as ñbellesò and ñsages,ò 

ñthe real test comes in how they act, not in 

how they first appearò (Damon 969).  

  The first prism through which de 

Franceôs gender reversal can be viewed is 

the isolation from the ñreal worldò as 

experienced by Lanval and later, Lanval and 

his fairy queen.  As Finke and Schictman 

point out, ñAs a result of Lanvalôs social, 

political, and economic disenfranchisement 

as a failed client and patron, he is pushed to 

I 
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the geographic margins of Arthurôs 

kingdom,ò where he fortuitously meets the 

fairy queen who provides the fulfillment of 

all of his worldly desires (489). After riding 

from Arthurôs court into the natural world, 

as opposed to Arthurôs ñreal world,ò Lanval 

is drawn into further isolation by the fairy 

queen, with whom he falls in love and from 

whom he accepts wealth and material goods. 

In the end of the lay, when Lanval is on trial, 

he is rescued by the fairy queen and then 

taken away to Avalon. The two disappear 

together, never to be heard from again; of 

Lanval, ñno man has heard more of his fateò 

(647).   

 Both the temporary dwelling of the 

fairy queen and the mystical world of 

Avalon serve as isolated landscapes upon 

which norms can be defied, reversed, and 

redefined in an idealized way. In the tent 

where Lanval and his lover meet, all of 

Lanvalôs dreams are realized ï he finds 

infinite love and wealth: ñWhatsoever thing 

he wanted\ She promised him that she would 

grant itò (133-134). Furthermore, the tent 

becomes a platform for the beginning of the 

reversal of gender roles within the 

fantastical world of the fairy queen. In this 

solitary mystical dwelling, Lanval finds his 

perfect woman ï beautiful, adoring, faithful 

ï and also finds a patron to replace Arthur, 

from whom he received nothing: ñWives 

and land he gave in fee,\ To knights who 

served his meiny,\Except for one: that was 

Lanvalò (17-19). The tent where the lovers 

first meet serves as a sort of alternative 

universe for Lanval, one where he is loved, 

recognized, and made to feel at home, unlike 

in the Kingôs court where he, ñcomes to a 

foreign land,\ And finds no help from any 

handò (37-38). The fairy queenôs ladies-in-

waiting feed him, wash him, clothe him, 

and, for the first time, make him feel like he 

is royalty. In the tent, the idea of true love is 

introduced as both the fairy queen and 

Lanval find true satisfaction with one 

another; as Ragland says, ñWe love what we 

desire and desire what we loveò (6). With 

both parties satisfied fully, the love between 

Lanval and the fairy queen flourishes.  

 After his meeting with the fairy 

queen in the tent, Lanval is able to make 

friends and clients in Arthurôs kingdom, but 

only because the fairy queen enables him to 

build and acquire his own wealth. Lanval 

becomes a ñperverse idealist,ò searching for 

all the things that make him a man ï wealth, 

status, brotherhood ï but all with the help of 

a woman (Damon 992). He searches for 

vindication as a male through the assistance 

of a female, which in and of itself defies the 

principles of manhood; notably, however, he 

is still successful.  

 Lanvalôs idealized world comes full 

circle in finding isolation at the layôs 

conclusion.  After Lanval is acquitted by 

King Arthurôs court, Lanval and the fairy 

queen depart for Avalon, his mistressô home 

and kingdom. While Avalon is the final 

settling point for these unconventional 

lovers, gender stereotype reversals are found 

throughout the entire lay in the 

characterizations of Lanval, the fairy queen, 

and the patronage system they are a part of. 

It is only here, in this ñother world,ò that the 

power and gender structure may be reversed 

and still allow for true love (Semple 177). It 

is only here that Lanval can be a man and a 

lover while also being the less powerful 

player in his relationship with the fairy 

queen.  

 Lanval, although strong and brave, 

and though other knights, ñenvied him his 

handsomeness (21),ò does not live up to the 

conventions of a leading male character. His 

beauty alone cannot make him a leading 

male because beauty is a characteristic that 

is only infinitely powerful for females. Yet it 

is hard to discern any other source of 

Lanvalôs power, or his attractiveness for that 

matter since he does not receive patronage 

from Arthur, and having traveled far from 
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home and family, is left with no money or 

monetary support. Despite being respected 

by the other knights of Arthurôs court, 

Lanval does not actively participate in their 

brotherhood; rather he is often alone, 

preferring isolation to socializing, as 

evidenced by his solo trip outside the 

kingdom. In fact, though the other knights 

envy him, ñThere were few who made a 

show\ of friendshipò (23-24), until Lanval 

becomes rich with the fairy queenôs wealth.  

 Furthermore, Lanval does not 

actively seek the fairy lady as his lover, but 

rather is brought to her unexpectedly at her 

behest and whim. Though women were 

considered ñbewitching in their beauty,ò it 

was the men who were generally responsible 

for seeking out their lovers and luring them 

in with treasures and sweet words (Semple 

167). Lanval was summoned by the fairy 

queensô ladies-in-waiting, and did not take 

any initiative to find true love on his own. 

Typically in the 12th century court of love, 

ñwomen were celebrated as the primordial 

object cause of desire,ò yet in ñLanval,ò the 

young knight is the sought, rather than the 

seeker (Ragland 11). Lanval does not have 

to do any of the work in the process of 

claiming his true love; Rather, she pursues 

him and does all of the work for him.  

  Finally, in what is perhaps the most 

obvious instance of gender reversal, Lanval 

is incapable of saving himself from certain 

death in Arthurôs court. Where knights were 

typically the ones summoned to save others, 

Lanval is not even able to save himself; By 

the standards of the romance, he is a total 

failure. On the one hand, it could be 

considered chivalrous that Lanval wants to 

suffer for having broken his promise to his 

love. But it is undeniable that Lanval is 

rescued by his own lover, an instance of 

dependency and even inferiority to the 

female. Indeed, he even ñsat behind her on 

the saddleò (642).   

  The fairy queen thus becomes the 

ultimate male figure trapped in a beautiful 

womanôs body ï a character who defies the 

12th-century patriarchal system while also 

embodying it.  Not only does the fairy queen 

command ñwisdom, wealth, and power 

(83),ò but she is rich. Very rich. de France 

cannot emphasize this enough, from 

Lanvalôs first encounter with her finely 

dressed ladies-in-waiting to the end of the 

lay when the loversô getaway horse is 

described in all of its ñsplendidly furnishedò 

grandeur (556). And, of course, there is the 

tent, the embodiment of the pinnacle of her 

prestige. In fact, ñNo earthly king could own 

this tent\ For any treasure that he spentò (91-

92).  

 As a further symbol of the fairy 

queenôs wealth and power, de France 

repeatedly references the color purple, from 

the ladiesô tunics of ñdeep-dyed purple 

woolò (59), to ñAn ermine stole over her 

arm,\ White fur with the lining dyed\ 

Alexandrian purpleò (104). Purple, as noted 

throughout history, is the distinctive color of 

royalty. Not only does the fairy queen have 

great wealth, but she has power associated 

with this wealth. Having the ability to 

ñaccumulate and dispense capital within 

such a homosocial worldò allows the fairy 

queen to achieve equality with the men in 

the poem, whose ñsurvival depended on 

successful acquisition of patronage from 

other malesò (Finke and Schictman 489). 

Furthermore, she surpasses men to the 

extent that she has no financial needs which 

require her to participate in the system of 

patronage with other males ï in fact, she has 

quite enough money all on her own.  

  The fairy queenôs infinite wealth 

allows her to be independent in all aspects of 

life ï she is self-sustained and requires no 

one, neither man nor woman, to contribute 

to her livelihood; Again, this is atypical for 

her time. As a person of such standing, she 

finds herself at least on par with King 
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Arthur, the most bold and noble of all the 

kings, as Arthurian legend would insist. She 

is not threatened by his presence but rather 

addresses him as ñKingò (619), stands 

before him as an equal, and commands, 

ñListen to meò (623), insisting that the king 

proclaims Lanvalôs innocence. Not only 

does the King follow her orders, but he is 

also denied by her when the fairy queen 

refuses to stay in his court and instead rides 

off to Avalon with Lanval. The fairy queen 

may be beautiful, but it is not her beauty that 

makes her powerful, as Christian 

theologians may suggest (Semple 170). 

Rather it is her wealth, and more importantly 

her own sense of superiority. She is 

comfortable not only setting the terms of her 

relationship with Lanval, but also with 

confronting the greatest king of all, and 

moreover, expecting to get her way. If the 

fairy queen had been cast as a male, she 

would have been declared the greatest power 

figure of the Arthurian legends. Even as a 

female, it is hard to argue that she does not 

still contend.  

  One of the fairy queenôs most 

obvious tools of empowerment is her ability 

to actively participate in the system of 

patronage that was so critical to this era. 

During the reign of Henry II, ñpatronage 

relationships dominated all aspects of social 

interactionò and ñregulated aristocratic 

masculinityò (Finke and Schictman 479). To 

be so profoundly rich would mean that the 

fairy queen would, hypothetically, dominate 

this masculine hierarchy. In this time, wealth 

and women were the two most valued 

exchanges (Finke and Schictman 481), 

values that are altered in ñLanval.ò When 

Lanval becomes a client to the fairy queenôs 

patronage, he not only accepts her wealth 

but also dedicates himself to loving her. 

Therefore, it would seem that their patron-

client relationship is one of the most 

valuable that could be made. Indeed, while 

in the aristocratic world of Henry II patrons 

expected products of art and writing in 

exchange for their support, it can be argued 

that love, a type of ñintangible yet no less 

vital resourceò (Finke and Schictman 484) 

and a base for many arts and literatures 

throughout history, is one of the most 

valuable items of trade. Henry IIôs 

government was a product of patronage 

relations and ñcould not have functioned 

without themò (Finke and Schictman 482), 

but de France challenges whether these 

relationships must always be male-male, or 

male-female, or whether a female could be 

the head of all accounts.  

 The fairy queenôs power and its 

impact on the patronage system is 

highlighted by her indirect interaction with 

Guinevere. There is a distinct difference 

between Guinevere and the fairy queen: 

while both are beautiful, only one 

commands respect and authority without 

having a connection to a powerful male. 

While, ñwomen often achieved their 

transformation of society through using their 

bodyò (Semple 170), the body alone cannot 

provide ultimate power and independence, 

as we see by comparing the fairy queen and 

Guinevere. Guinevere is powerful because 

of her beauty but in the end she loses her 

case to the fairy queen, whose power lies far 

beyond mere physical attractiveness.  

  Another critical element in the 

rivalry between Guinevere and the fairy 

queen is the system patronage. When Lanval 

refuses to be Guinevereôs lover, choosing 

instead to be faithful to his anonymous ami, 

not only does he refuse Guinevereôs 

affection, but also her patronage. Through 

this act of refusal, he inadvertently insults 

Arthur as well, because as Arthurôs 

ñsurrogate patronò (Finke and Schictman 

496), if Guinevere is not rich enough, and in 

essence powerful enough, to provide 

someone with patronage, then neither is the 

king. The fairy queen is the ultimate, self-

sufficient patron, and that characteristic 
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alone entirely tramples expectations in a 

male-run 12th century economy.  

 While patronage creates a masculine 

role for the fairy queen, it also indirectly 

accentuates the feminine traits of Lanval. 

Lanval is a stranger in a strange land and 

ñfar from his place of birthò (28). As such, 

he is both alone and destitute. Like a 

woman, he is in need of a protector and, 

more importantly, a provider. Essentially, 

other than his supposedly noble heritage, 

Lanval is starting from rock bottom. He 

literally has nothing but his knighthood (and 

those dashing good looks), which, though 

valuable on some level, cannot provide him 

with a livelihood or the ability to be a patron 

himself. This lack of wealth means that 

Lanval must search for it elsewhere, 

especially since Arthur will not provide him 

with backing. Like an unmarried woman, he 

must search for support, financially and 

emotionally. Once he does become a client 

to the fairy queenôs patronage, he becomes a 

ñsurrogate patronò to her in the same way 

that Guinevere is a surrogate for Arthur. 

Arthur and the fairy queen are parallels, as 

are Guinevere and Lanval. Arthur stands as 

the traditional representative of the ideal 

male, while the fairy queen serves as the 

reflection of these ideals in a woman. 

Conversely, Guinevere is the most fabled 

and ñnotorious womanò of Arthurian legend, 

and here we see her on par with young 

Lanval (Damon 985) 

 When Guinevere says, ñThat women 

are not what you preferò (278) to Lanval as 

a method of self-defense and a reaction to 

being insulted, she inadvertently hits on a 

very important point. The idea of 

homosexuality was entirely forbidden in this 

period and by calling Lanval a homosexual, 

Guinevere casts him as a deviant as well as 

highlighting his effeminate nature. Likewise, 

the fairy queen, though a picture of feminine 

beauty and perfection on the exterior, is 

certainly more masculine when it comes to 

her relationship with Lanval. This is not to 

suggest that Guinevereôs accusations about 

Lanvalôs sexual preferences are correct, but 

rather to direct the reader to the possibility 

that de France was subtly emphasizing the 

alternating gender roles that she had created 

between Lanval and his fairy queen through 

the provocations of Guinevere. Guinevere 

does not envy the fairy queen for her beauty 

ï they are both beautiful women ï but rather 

for her power over Lanval and as a 

wealthier, more economically successful 

leader than Guinevereôs husband, King 

Arthur.  

 Still, despite the atypical relationship 

between the fairy queen and Lanval, they 

seem to share true love, even if it can only 

exist in isolation and within the confines of a 

gender-reversed world ï whether that be the 

isolated tent or the fanciful kingdom of 

Avalon. With her status as a power figure 

and the leader of her so-called ñcult of 

womanhoodò (Damon 968), the fairy queen 

could easily live without a male counterpart. 

However, she is drawn to Lanval and seeks 

him out, leaving the comforts of her home 

on an epic journey to find her one true love.  

Furthermore, the fairy queen loves Lanval 

despite his complete and total despair in the 

kingdom of King Arthur, making her love 

unconditional. Even though the fairy queen 

sets her standards and Lanval breaks the 

rules, she still forgives him and rescues him 

in the end. She takes him home with her and 

they live happily ever after in Avalon, or at 

least that is what the reader is left to assume. 

Their love is perhaps the least complicated 

aspect of the entire work, despite the 

confusing gender differences and the 

apparent dream-like nature of the fairy 

queen. Whether their love is ñrealò by the 

definition of reality versus a dream world is 

not entirely certain, but the nature of their 

love is undeniable.  

 Lanval, too, devotedly loves the fairy 

queen. He pledges himself to her ï ñIôll 
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follow only your behest\ For you Iôll give up 

all the restò (124-125) ï and is loyal to this 

pledge throughout. He denies Guinevere, but 

even more than that, when he breaks his 

promise to the fairy queen he refuses to deny 

her existence in order to to plead his 

innocence, even though in the Arthurian 

court of law his word alone would have set 

him free. He defends his loverôs honor by 

refusing to name anyone else as comparable 

to her in beauty, and he repents his sin 

against her by accepting whatever 

punishment comes with his breaking of their 

oath. Lanval ñsuffers from his abstention 

and by fidelity to his ideal wins his brideò 

(Damon 993).  

 Together, the lovers show true 

companionship. They are faithful and look 

to do what is best for the other. For Lanval, 

it is protecting his ladyôs good name and 

reputation; for the fairy queen, it is 

providing Lanval with the wealth he needs 

to become a successful, respected patron in 

Arthurôs court. Though they do not follow 

the typical gender norms of Medieval 

romance, the fairy queen is Lanvalôs perfect 

woman, and typically, ñin courtly love, 

women are often elevated to the position of 

an Ideal who serves as a manôs cause to 

loveò (Ragland 5). So, although their 

idealized love is forbidden in the real world 

of Arthurôs court, it is welcomed in the 

isolation of the tent and later, Avalon. If the 

fairy queen is indeed an imagined ideal of 

Lanvalôs dreams, then it is is the fantasy 

kingdom of Avalon that these ideals can be 

accepted, and humanized (Damon 984).  

 If love is ñthe annulment of a voidò 

and ñthe demand for nothingò as Ragland 

insists, then Lanval and the fairy queen have 

found true love, despite their rebellion 

against reality and gender norms (9). 

Though a woman, the fairy queen fulfills all 

of Lanvalôs economic desires, allowing him 

to leave Arthurôs kingdom as a respected 

patron of the court. And Lanval, though 

having nothing tangible to offer the fairy 

queen, gives her infinite love and the 

promise of loyalty and fidelity forever. They 

fill each othersô voids by fulfilling one 

anotherôs desires and upon leaving for 

Avalon, they no longer have any worldly 

demands. Lanval ñfinds his ideal in the 

flesh, and she welcomes him safely into the 

dream-world which she could make realityò 

(Damon 185). Once again, the fairy queen is 

wielding her masculine dominance, but 

again, Lanval is more than happy to go 

along for the ride.  

 ñLove can either support social 

tranquility or it can disrupt it;ò in the case of 

ñLanval,ò rather than disrupt society, Lanval 

and his fairy queen find tranquility in their 

own world (Semple 173). It is only through 

isolation that the gender-reversed, yet ideal, 

love between Lanval and his fairy queen can 

become reality. In the end, this fantasy 

world proves more fulfilling to Lanval than 

the real world of Arthurôs court. Even when 

he becomes a wealthy patron and, ñHas all 

the world at his commandò (216),  

Aside from the rest. He yearns 

To hold his love within his arms, 

To kiss, embrace and feel her charms. 

The joy of others is less pleasant 

 To him his own not being present (252-

256).  

Ultimately, Lanval would rather live in an 

isolated kingdom where his lover can be 

with him and not have to hide away in her 

own fantasy realm, than live in his suddenly 

enriched world where ñThere is no stranger 

or private friend\ On whom Lanval does not 

spendò (211-212).  

 Lanval leaves with the fairy queen 

for Avalon, but only after the fairy queen 

breaks her own oath of secrecy to come 

rescue her love. Both sacrifice their own 

comforts in order to save the other. In a way, 

this is de Franceôs subtle way of showing 

that breaking with convention is not 

necessarily a bad thing. In fact, it can be 
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oneôs saving grace. As Damon argues, 

ñPerhaps her subtle analyses of human love 

were but another device to call our attention 

to deeper meaningsò (995). To say that all of 

these breaks with tradition are coincidental 

would simply be jejune.  

 The accepted notions of power, 

patronage, love, and gender stereotypes are 

all reversed and further used to define love 

in ñLanval.ò Although the survival of this 

idealistic ñtrue loveò is dependent upon 

isolated worlds outside of reality, the ideas 

are powerful enough to be revolutionary, 

whether de France intended them to be or 

not. de France challenges social, power, and 

gender structure all through genuine 

character studies. (Damon 969). She allows 

women to be, ñnot simply objects of male 

desire; rather they hold the key to greater 

knowledgeò (173). She takes on a ñnearly 

unsurmountable divide between men who 

could be patrons and those who were 

clientsò and both overcomes it and 

challenges it with the introduction of a 

woman (Finke and Schichtman 482). And 

finally, though it is doubtful that men of this 

time appreciated this sentiment, in Lanval 

she creates a male character who is 

sensitive, and yearns for true love.   Lanval 

even proclaims, ñNow I donôt care if they 

kill me\ If but her mercy is assured,\ For 

when I see her I am curedò (602-604).  

 By challenging accepted cultural 

norms in a secluded fantasy world, de 

France introduces radical ideas without 

putting accepted norms on public trial. She 

creates true love within the context of a 

completely nonconformist pair of gender-

disoriented lovers and allows for both men 

and women to envision personal potential 

outside of 12th-century expectations. The 

worlds of the fairyôs tent and of the kingdom 

of Avalon may be mythical and perhaps 

even imaginary, but ñfairy tales cater to 

unconscious and unrecognized human 

desires and interestsò (Damon 993) ï and 

therefore, so does de France. 
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An Accounting Studentõs Take on the 

PCAOBõs New Auditing Standard: 

No. 16  

By Matt Goff  

Matt Goff, a junior accounting major and finance minor, began 

researching on his topic for an auditing class. He chose to write 

about a current controversial subject matter and found the 

PCAOB's new accounting standard to be worth talking about. 

Goff says that his research has helped add context to his 

accounting coursework and has helped him to understand the 

nature of auditing and its application. As he progresses through his various research projects, he 

has come to appreciate the need for substantive communication between the auditor and audit 

committee. For Goff, the most fulfilling part of his research is learning what he wants to focus on 

once he graduates. He plans to sit for the CPA exam and then pursue an MBA from a top tier 

graduate school. Working and researching with his mentor has furthered his interest in the 

accounting profession, and Goff credits his experience researching as a highlight of his 

undergraduate career. Because of this project, Goff feels confident in his aspirations to pursue 

graduate school and take his interest in accounting to a higher level.    

 

Abstract  

This paper addresses the need for substantive communication between the external auditor and 

the audit committee on the board of directors.  Accountability and oversight issues have been at 

the forefront of political commentary as governmental oversight boards, industry groups, and 

policy makers try to address the wrongs committed in many of the corporate frauds that have 

captured the attention of people worldwide.  In addition, the Public Company Accounting 

Oversight Board (PCAOB) has enacted new auditing standards that encompass their view of 

what communication should look like between the external auditor and the audit committee.  An 

analysis of the relationship between the auditor and the audit committee encompasses three main 

points: 1) the importance of communication between the audit committee and the external 

auditor; 2) the new PCAOB standards; and 3) a close look at concerns from industry in regards 

to corporate governance issues that arise from these new PCAOB standards.  Through the short 

tenure of an accounting student, I offer my own view and opinion on the new PCAOB standards 

issued to accounting professionals. 
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I. Introduction  

The role of the audit committee has 

come under much scrutiny over the past 

decade from a variety of industry groups, 

policy-makers and governmental oversight 

boards.  When the term, accounting scandal, 

comes to mind we think of events such as 

Enron, WorldCom, Tyco International and 

many others. These events have lead to 

policy-makers passing reporting 

requirements in the forms of Sarbanes-

Oxley and Dodd-Frank.  However, the 

accounting profession as a whole is trying to 

revitalize their image with proactive 

measures to curtail the future occurrences of 

outright accounting fraud or misstatement.

 There have been many efforts to 

increase accountability and oversight, which 

have put pressure on audit committees to 

become more involved with the companyôs 

audit process.  Those with a desire to 

improve corporate governance have called 

for direct communication between the 

external auditor and the audit committee, 

something that had previously been done 

indirectly through different intermediaries 

such as executive management.  The Public 

Company Accounting Oversight Board 

(PCAOB) has showed some movement on 

the subject and recently released Auditing 

Standard (AS) No. 16, effective for audits of 

fiscal years beginning on or after December 

15, 2012, that provides new standards on 

required communication between the 

external auditor and the audit committee.  

 This paper first explores the 

importance of communication between the 

external auditor and the audit committee. 

Sequentially, the paper moves to reference 

the new PCAOB standard and concludes 

with a close look at concerns from the 

accounting profession in regards to 

corporate governance from this new 

standard. 

 

II. Importance of Communication 

 The PCAOB has continually stated 

their understanding of the role that audit 

committees have in accountability and 

oversight of financial reporting as noted by 

PCAOB chairman James Doty, ñThe audit 

committee plays a mission-critical role in a 

companyôs financial reporting (Hoffelder, 

2012, p. 1).ò  Communication between both 

the auditor and audit committee is essential 

to providing oversight and it allows an 

opportunity for the auditors to discuss 

relevant matters with an entity other than 

management.     

 The importance of communication 

has long been discussed dating back to when 

the Public Oversight Board (POB) was in 

existence where even they noted that, ñin too 

many instances the audit committees do not 

perform their duties adequately and in many 

cases do not understand their responsibilities 

(Schuetze, 2005, p. 220).ò  This lack of 

understanding accompanies legitimate 

expectations that the responsibilities of audit 

committees will continue to become 

convoluted within the audit process and 

points to the need for more detailed 

communication between the external auditor 

and audit committee.  

 Another reason for communication 

points to a past study that showed better 

communication between the external auditor 

and the audit committee is very important in 

order to help minimize the occurrences of 

fraud.  The 1994 study referenced one of the 

Committee of Sponsoring Organizations of 

the Treadway Commissionôs (COSO) 

aspects of internal control, communication.  

They argued that, ñthe rationale for good 

communication to deter fraud seems 

compelling.  That is, fraud involves 

concealment while communication fosters 

openness (Hooks, 1994, p. 86).ò  In large 

part, fraud involves concealment of 

information, which is often left 

undiscovered due to a lack of 
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communication between the auditor and the 

audit committee.  In practice, both the 

auditor and audit committee are 

participating in an illusion that 

communication is actually taking place.  An 

effort to increase communication would 

hinder managementôs ability to engage in 

fraud and their ability to hide it from both 

the auditor and audit committee. 

 The PCAOB believes 

communication is important because current 

audit committees represent individuals from 

various backgrounds and industries.  Since 

members of audit committees come from 

different backgrounds, we cannot expect that 

every individual will be properly educated 

on present technical accounting or auditing 

issues.  Many audit committees are 

comprised of individuals coming from 

operations, others from entirely different 

industries, and some are previous Chief 

Financial Officers (CFOs) and auditors.  

Since the audit committee encompasses a 

diverse group of professionals, the PCAOB 

believes that there is a need to level the 

playing field in order to allow the audit 

committee access to relevant information.  

To address the need to pull the audit 

committee into the audit process, the 

PCAOB has passed further standards for 

auditor communications with the audit 

committee in the form of Auditing Standard 

No. 16, Communications with Audit 

Committees.  

III. PCAOB AS No. 16: Communications 

with Audit Committees 

 In practice, many auditors have 

already begun to adopt the practices outlined 

in the new PCAOB standard as noted by 

PCAOB board member Jay Hanson, ñAS 16 

builds on what auditors are already 

doing...and will help audit committees to do 

their best work (Hamilton, 2012, p. 1).ò  

However, the standard is being issued to 

form consistency across the accounting 

profession.  According to AS 16, ñthe 

auditor should communicate to the audit 

committee the matters in this standard, 

either orally or in writing, unless otherwise 

specified in this standard.  The auditor must 

document the communications in the work 

papers... (Auditing Standard, 2012, p. 1).ò  

The following requirements are, among 

others, included in AS 16: 

 Establish understanding of the terms 

of the audit engagement with the 

audit committee. The terms of the 

engagement must be recorded in an 

engagement letter. Previously, AU 

Sec. 310 had required the 

understanding to be established with 

company management rather than 

the audit committee. 

 

 Provide audit committees with an 

overview of the overall audit 

strategy, including the timing of the 

audit, significant risks the auditor 

identified, and significant changes to 

the planned audit strategy or risks. 

 

 Provide information about others 

involved in the audit, including 

internal auditors or other 

independent public accounting firms. 

 

 Give information regarding the 

companyôs accounting policies, 

practices, estimates, and significant 

unusual transactions. 

 

 Provide an evaluation of the quality 

of the companyôs financial reporting, 

including conclusions regarding 

critical accounting estimates and the 

companyôs financial statement 

presentation; the auditorôs evaluation 

of the companyôs ability to continue 
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as a going concern; and difficulties 

encountered in performing the audit 

(Tysiac, 2012, p. 1) 

 

IV. Concerns from the Accounting 

Profession 

 While certainly these added 

standards will supply audit committees 

around the country with needed information 

to provide appropriate financial oversight, 

the question remains of whether there is 

anything the PCAOB can do to compensate 

for a lack of financial expertise within audit 

committees? Without a proper educational 

foundation to draw upon, can the audit 

committee be trusted to ask the right 

questions to carry out their financial 

oversight responsibilities?    

 There have been requirements for 

public companies to have financial experts 

on their audit committees going back to the 

late 1990s; however, this rule was given 

more rigor once the term financial expert 

was better defined after the passage of the 

Sarbanes-Oxley Act of 2002 (SOX).  

Initially, the U.S. Securities and Exchange 

Commission (SEC) required that audit 

committees consist of strictly accounting 

experts; however, the SEC proceeded to 

back off of this narrow requirement to 

include non-accounting financial experts 

after receiving legitimate concerns from the 

public.  Currently, SEC rules state that a 

financial expert qualified to sit on an audit 

committee can include those directly 

involved in the accounting profession such 

as Certified Public Accountants (CPAs), 

auditors, and Chief Financial Officers 

(CFOs) as well as those from non-

accounting financial backgrounds (Krishnan, 

2009, pp. 241 - 242).  The SEC does not 

limit an appointee to come from strictly an 

accounting background, but should it?

 Conventional wisdom would say yes 

and studies have shown that there is data to 

back it up.  A recent study, fielded by Mark 

L. DeFond, Rebecca N. Hann, and Xuesong 

Hu (2005), involved determining market 

reactions for appointments to the audit 

committee of members with accounting 

financial expertise (CPAs, CFOs, etc.) 

versus members with non-accounting 

expertise (investment bankers, financial 

analysts, etc.). In order to determine market 

reactions, the study examined 3-day 

cumulative abnormal returns (CARs) of 702 

new appointments to audit committees. 

 The study found positive and 

significant 3-day CARs around the 

appointment of accounting financial experts 

to the audit committee but not around the 

appointment of non-accounting financial 

experts or directors (DeFond, 2005, pp. 

187). The market as a whole saw the 

appointment of an audit committee member 

with accounting expertise as a 

reconfirmation of the quality of the financial 

statements and a commitment to corporate 

governance.  Studies have also shown that, 

ñstrong governance firms appointing their 

first accounting expert increase their 

reporting quality following the appointment 

(Rich, 2009, p. 1).     

 This evidence leads me to believe 

that no matter how much the PCAOB tries 

to assist the audit committee with their 

responsibilities, they simply cannot 

supplement accounting knowledge and 

expertise with added auditing standards. 

 There are others within the 

accounting profession who have voiced 

different concerns regarding the new 

standard.  There are those who believe that 

instead of facilitating valuable 

communication between the external auditor 

and audit committee, the PCAOB has added 

additional requirements to an auditorôs 

compliance checklist, which is arguably part 

of the problem.   Dennis Beresford voiced 

his concerns over the new standard during 

the PCAOBôs open comment period before 
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they adopted the new standard.  He believes 

that the new standard encompasses too many 

requirements and that it would continue to 

be carried out as an act of compliance versus 

the intention for valued communication. 

 Mr. Beresford brings up a very 

interesting point in his concerns over the 

auditor becoming too entangled and 

responsible for what have been traditionally 

managementôs responsibilities.  ñI am 

somewhat concerned that the revised 

proposal does not acknowledge the proper 

roles of the auditor and management in 

certain key respects (Beresford, 2012, p. 3).ò  

He mentions that this threatens the auditorôs 

independence as they begin to act more like 

a part of management than as an external 

auditor.  The new standard, in some 

instances, requires that the auditor initiate 

communication with the audit committee for 

reporting of management information.  It 

requires that the auditor must ñparticipate in 

managementôs discussionò to the audit 

committee and that the auditor must point 

out accounting policies and practices that 

they deem to be critical ï which has 

traditionally been managementôs 

responsibility.     

 He continues to say that the standard 

ñis worded such that the auditorôs 

responsibility is to communicate that 

information already developed by 

management and not to initiate the 

development of such information.  However, 

by placing the reporting responsibility 

squarely on the shoulders of management 

where it belongs, the PCAOB has reversed 

the normal relationshipéFurther, the 

auditor must identify for the audit committee 

those accounting policies and practices that 

the auditor considers criticaléI think this 

proposal steps over the independence line 

and requires the auditor to act more like a 

member of the management team, which is 

unacceptable (Beresford, 2012, pp. 3 -4).ò  

Mr. Beresford suggests that the standard 

should be reworded in a way that the 

responsibility of reporting to the audit 

committee falls on the shoulders of 

management and that the auditor only steps 

in when information is materially 

misreported.    

 I tend to agree with Mr. Beresford.  

The PCAOB understands that its role is to 

protect the preparation of fair and 

independent audit reports as sanctioned by 

the Sarbanes-Oxley Act of 2002.  The 

PCAOB is not allowed to set standards for 

audit committees or internal auditors.  To 

bypass this lack of jurisdiction, they seem to 

be trying to force a relationship between the 

auditor and the audit committee.   

 Unfortunately, the PCAOB is 

disregarding managementôs responsibility to 

communicate company direction and 

operations to the audit committee.  It must 

be managementôs responsibility to report 

accounting policies and practices to the 

committee; however, the new PCAOB 

standard requires communication on 

accounting policies and practices to be 

initiated with the audit committee by the 

external auditor.    

 The problem with this requirement is 

once the auditor becomes involved in 

company policy, they immediately lose their 

independence. This is not the role of the 

external auditor.  There must be a 

reexamination of the requirements of the 

standard and a proper balance needs to be 

found that allows for ethical and fair 

financial reporting but also protects the 

independence of the external auditor. 

V. Conclusion 

 In this paper, I strive to present an 

argument for added communication between 

the auditor and audit committee; however, I 

do not agree with the way it has been 

required through AS 16.  While I do believe 

that the PCAOB has a place in helping to 

facilitate this communication, I tend to 
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believe that this must come in the form of an 

ethical set of standards versus a rules-based 

compliance checklist as the new standard 

requires.  This paper has presented different 

concerns within the accounting profession in 

reaction to these new standards and offers 

supplemental opinions of an accounting 

student.  I agree with many in the 

accounting profession that the 

communication process needs to be sincere 

and transparent.  We will see with the 

passage of time and the introduction of new 

studies as to whether or not this new 

standard become effective in facilitating 

communication between the auditor and the 

audit committee.   
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The Effect of Self-Esteem on 

Metacognitive Factors that Affect 

School Performance 

 

By Aimee Griffith 

Aimee Griffith, a senior psychology major, discovered her 

research topic within her own academic passion, helping 

students better their school performance. Griffith has been a 

study skills tutor for High Point Universityôs Academic Services 

department since her freshman year, and she combined that 

experience with the information she learned in her psychology 

classes about self-esteem and metacognition. That led her to the topic of her class research paper, 

which focuses on the relationship between self-esteem and metacognitive factors and how they 

influence studentsô abilities to perform in the classroom. Griffith took her advanced methods in 

research coursework to the next level, presenting at the 2013 BigSURS conference. Working 

with her mentor, Dr. Deborah Danzis, has allowed Griffith to explore different aspects of her 

discipline and become more comfortable working with professionals in her field. For Griffith, 

the most fulfilling part of this project was developing better writing, speaking, analytic, and 

problem-solving skills, which will benefit her as she goes on to graduate school and as she 

pursues a career as a school psychologist.  
 

 

Abstract  
Every studentôs education revolves around testing and test results, which makes performance on 

tests very important.  Self-esteem and metacognition are two factors that have been shown to 

affect school performance.  The purpose of the present study was to examine the effects of self-

esteem on school performance and two metacognitive variables.  These were the study time 

allocation of easy and difficult items, and the accuracy of global judgments of learning.  The 

sample consisted of 44 women and 16 men from a small private university ranging from 18 to 21 

years old.  Participants completed a self-esteem scale, studied 48 easy and difficult word-pairs 

on a computer program, completed a 25-item distracter math test, made predictions about their 

performance on the recall test, and completed the recall test.  Results showed that self-esteem 

was not a significant predictor of performance, study time allocation, or the accuracy of global 

judgments of learning.  A main effect of item difficulty was found on participantsô choices to 

mass or space studying.  A significant difference in study time allocation was also found in that 

participants preferred to space the study of difficult items more than mass the study of difficult 

items. 
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very person in the United States is 

required by law to attend school until 

he or she is 16 years old.  Our school 

systems and a studentôs education revolve 

around testing and test results.  This makes a 

studentôs performance on these tests very 

important.  There are many factors which 

can predict a studentôs ability to perform 

well in testing situations.  A couple of these 

factors are self-esteem and metacognition 

(Everson & Tobias, 1998; Phan, 2010).  

Self-esteem refers to a personôs feelings of 

his or her own self-worth and reflects the 

degree to which a person accepts him or 

herself as he or she is (Phan, 2010).  

Metacognition involves the mental processes 

we use to understand and control how and 

what we are thinking (Everson & Tobias, 

1998). Understanding the relationships 

between these factors and how they affect 

performance is imperative in order to figure 

out ways struggling students can improve 

their test performance. 

 

Self-Esteem 

 

 Self-esteem has been shown to be 

directly correlated with academic 

performance (Baker, Beer, & Beer, 1991; 

Phan, 2010; Smith, 1998).  Baker et al. 

(1991) performed a study with 29 National 

Honor Society students.  They studied the 

relationships between self-esteem, GPA, and 

other factors that have been shown to 

correlate with self-esteem.  They found that 

self-esteem was positively correlated with 

GPAs.  This means that students with high 

self-esteem tended to have higher GPAs, 

while students with lower self-esteem 

tended to have lower GPAs.  More evidence 

for the direct relationship between self-

esteem and academic performance is shown 

in a study performed by Smith (1998).  She 

studied the relationships between several 

different factors and academic performance, 

including academic self-esteem.  Academic 

self-esteem is a personôs feelings of self-

worth only in regards to the academic 

environment.  She collected data from 35 

high school seniors from the Midwest.  She 

found that there was a significant and 

positive correlation between academic self-

esteem and GPAs. 

 Self-esteem has also been shown to 

indirectly influence academic performance 

in several ways (Aunola, Stattin, & Nurmi, 

2000; Phan, 2010).  Aunola et al. (2000) 

performed a study with 1,185 eighth-grade 

students.  Their results showed the higher 

the level of self-esteem, the more students 

engaged in adaptive achievement strategies, 

and the lower the level of self-esteem, the 

more they engaged in maladaptive 

achievement strategies.  Students engaging 

in adaptive strategies have higher 

expectations and more motivation to do well 

on their proposed tasks, which lead them to 

choose better strategies when planning for 

the future tasks.  Students engaging in 

maladaptive strategies have lower 

expectations and less motivation to do well 

on their proposed tasks, which lead them to 

choose worse strategies when planning for 

future tasks.  

 

Metacognition 

 

 An important part of metacognition 

is being able to monitor and be aware of 

your own thinking (Everson & Tobias, 

1998).  This is the part that is most 

applicable to test performance.  Students 

who are able to monitor their own thinking 

and knowledge of a topic will be able to 

decide what information needs to be studied 

more and what information is already 

learned.  Metacognitive skills also allow 

students to be able to plan strategies to learn 

what still needs to be learned and to check 

their learning to make sure it is occurring 

successfully (Veenman, Kerseboom, & 

Imthorn, 2000).  

E 
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Study Times.  One of the important parts of 

metacognition pertaining to performance is 

the ability to choose successful strategies 

when studying.  Two of the most researched 

study strategies is whether spacing or 

massing study times leads to better 

performance (Benjamin & Bird, 2005; Pyc 

& Dunlosky, 2010; Son, 2004; Toppino & 

Cohen, 2010).  Massing occurs when all 

study sessions for an item occur 

continuously.  Spacing occurs when study 

sessions for an item occur intermittently 

across time, usually separated by the 

studying of other items (Pyc & Dunlosky, 

2010).  Through the research on these 

strategies, there has been an overwhelming 

amount of evidence for the spacing effect 

(Benjamin & Bird, 2006; Pyc & Dunlosky, 

2010; Son, 2004; Toppino & Cohen, 2010).  

The spacing effect refers to the finding that 

the spacing of study times leads to better 

learning of the items and better test 

performance. 

 Because the spacing effect has been 

supported by large amounts of evidence, 

researchers have turned their attention to a 

new area of study within massing versus 

spacing strategies.  Recent research has 

focused on how students choose to allocate 

their study times.  They have been 

specifically studying whether students mass 

or space more often and whether this 

allocation differs upon item difficulty 

(Benjamin & Bird, 2006; Pyc & Dunlosky, 

2010; Son, 2004; Toppino & Cohen, 2010).  

Findings in this area have been inconsistent.  

Son (2004) performed a study with 32 

undergraduates and found that students are 

more likely to mass the study of items 

judged as more difficult and space the study 

of items judged as easier.  Contrastingly, 

Benjamin and Bird (2005) collected data 

from 123 undergraduates and found that 

students are more likely to space the study 

of difficult items and mass the study of easy 

items. 

 There have been many theories and 

models proposed to try to explain why 

students decide to allocate their study times 

the way they do.  Two of these theories are 

supported by the above research.  Sonôs 

(2004) study provides evidence for the 

metacognitive hypothesis.  This hypothesis 

states that students will choose to space or 

mass their future studying of an item based 

upon how well they think they have learned 

it.  If they believe they have not learned an 

item well, they will choose to mass studying 

of the item in order to finish learning it.  If 

they believe they have learned it well, they 

will space studying of the item because there 

is not a need to continue studying it at the 

moment. 

 Contrary to the metacognitive 

hypothesis, Benjamin and Birdôs (2005) 

study provides evidence for the discrepancy-

reduction hypothesis.  This hypothesis states 

that when students are studying, they set a 

goal of how well they want to learn an item.  

While studying, students compare their goal 

level to their current level.  If there is a 

discrepancy between the two levels, they 

will t ry to reduce it by continuing to study 

the item.  This will cause students to allot 

more study time to difficult rather than easy 

items.  It will also cause the student to use 

the best study strategy on the difficult items 

in order to most successfully reduce the 

discrepancy.  Therefore, this hypothesis 

would predict that students will space the 

practice of difficult items and mass the 

practice of easy items. 

 Global Judgments of Learning.  
Another important part of metacognition 

pertaining to performance is the ability to 

determine information you have learned 

from information you have not learned.  One 

way to do this is through judgments of 

learning (JOLs).  JOLs are predictions of the 

likelihood of remembering studied items on 

an upcoming test (Mazzoni & Nelson, 

1995).  JOLs can be made locally, after each 
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studied item, or globally, after all items have 

been studied.  JOLs have been shown to 

affect academic performance through study 

choices (Hacker, Bol, Horgan, & Rakow, 

2000; Metcalfe & Finn, 2008).  When 

students are able to make accurate JOLs, 

they will be able to determine when they 

should stop studying and when they need to 

continue studying in order to learn the 

information thoroughly. 

 In order to relate the importance of 

global JOLs to performance in the 

classroom, Hacker et al. (2000) studied 99 

college students in an introductory education 

psychology class.  They had the students 

predict what percentage of the questions 

they thought they would get correct before 

the start of each test in the class.  Over the 

course of the semester, they found that the 

highest performing students continuously 

underestimated their actual performance 

when making global JOLs, and the lowest 

performing students strongly overestimated 

their performance.  This study shows that 

there are differences in studentsô abilities to 

predict their performance and that this 

ability it closely tied to actual performance. 

 The research discussed above has 

shown great evidence for the effects of self-

esteem and metacognitive factors on 

performance.  Continuing research on these 

relationships in the current study is 

important in order to understand how to help 

students perform better in testing situations.  

In order to study these relationships in the 

present experiment, participants first 

completed a self-esteem questionnaire.  

They then studied 48 easy and difficult 

word-pairs.  Each word-pair was studied 

twice.  After a word-pair was presented the 

first time, participants decided if they 

wanted to mass or space the second study 

session.  When they finished studying the 

word-pairs, participants completed a 

distractor math test and made a global 

judgment of learning.  Finally, they took a 

recall test on the word-pairs. 

 Based on the previous research, I 

made four hypotheses.  First, I hypothesized 

that students with high self-esteem would 

recall more word-pairs than students with 

low self-esteem.  Second, I hypothesized 

that students would more often choose to 

space the study of difficult items and mass 

the study of easy items.  Third, because of 

the research that has shown students with 

low self-esteem tend to choose maladaptive 

study strategies, I hypothesized that students 

would more often choose to mass their 

studying when they have low self-esteem 

and were studying difficult items.  Fourth, 

because of the research that has shown self-

esteem to be positively correlated with 

academic performance and the research that 

has shown lower performing students tend to 

overestimate their global JOLs, I 

hypothesized that students with low self-

esteem would be more likely to overestimate 

their performance when making global JOLs 

than students with high self-esteem. 

 

Method 

Participants 

 

 Sixty undergraduates were recruited 

from Introduction to Psychology classes at a 

small private university to participate in this 

study.  The sample consisted of 16 men and 

44 women.  Most of the participants came 

from the sophomore class (n=44), followed 

by the junior class (n=8), the freshman class 

(n=6), and the senior class (n=2).  Most 

participants were from the Caucasian ethnic 

background (n=56), but there were some 

African Americans (n=4) as well.  The mean 

age of the sample was 19.22 years (SD=.72).  

The mean GPA for this sample was 3.35 

(SD=.39).  For participating in this study, 

participants received half of a credit towards 

their Introduction to Psychology class. 
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Materials 

 

 Rosenberg Self-Esteem Scale 
(Robinson et al., 1991).  Self-esteem was 

measured using the Rosenberg Self-Esteem 

Scale (SES).  The SES consists of ten items 

that inquire about an individualôs 

judgements of self-worth (e.g., On the 

whole, I am satisfied with myself).  

Participants score these items from 1 

(strongly disagree) to 5 (strongly agree).  

Cronbachôs alphas for this scale were .77 

and .88.  It has also been shown to have a 

strong test-retest correlation (r=.85).  The 

SES had a correlation of .72 with the Lerner 

Self-Esteem Scale.  It has also been found 

that the SES correlates strongly with general 

self-regard (r=.78) and correlates negatively 

with characteristics associated with low self -

regard such as anxiety (r=-.64) and 

depression (r=-.54). 

 Word Pairs.  Participants studied 48 

word-pairs from Pyc and Dunlosky (2010).  

The difficulty of the word-pairs was 

manipulated.  Half of the word-pairs were 

easy, and half were difficult.  Easy word-

pairs were pairs that participants were likely 

to associate together (e.g., cake/frosting), 

while difficult word-pairs were pairs that 

participants were less likely to associate 

together (e.g., emotion/closet). 

 Simple Math Test.  Participants 

were given a simple math test created for 

this study, which consisted of 25 addition, 

subtraction, multiplication, and division 

problems (e.g., 122+33; 567-234; 9x12; 

128÷4).  This math test was given as a 

distractor task in order to keep participants 

from rehearsing the word-pairs they learned 

before making their global judgments of 

learning. 

 

Procedure 

 

 This was a mixed design study.  

First, participants signed an informed 

consent form.  Next, they completed the 

Rosenberg Self-Esteem Scale and filled out 

demographic information.  Participants then 

got on a computer program to study the 

word-pairs.  The computer program Python 

2.7.3 was used to present the word-pairs to 

the participants and to record the responses 

participants made.   A word-pair would 

appear on the screen for 5 seconds.  The 

participants were then asked whether they 

would like to study the word-pair again now 

(massing) or later (spacing).  If they chose 

now, they saw the same word-pair again for 

3 seconds, and if they chose later, they saw 

it again for 3 seconds after all the word-pairs 

had been shown for the first time.  After 

studying all the word-pairs, the participants 

took the distractor math test.  Participants 

then made their global judgments of learning 

by predicting how many word-pairs they 

would remember out of the 48 they had 

studied.  Finally, they took the recall test.  

The test gave them a cue word (e.g., cake), 

and the participants had to type in the paired 

word (e.g., frosting).  Participants were then 

read a debriefing statement, thanked for 

their participation, and offered time for 

questions. 

Results 

 

 A combination of a Simple 

Regression, Paired Samples T-tests, a 

Univariate ANOVA, and Pearson Product 

Moment Correlations was used to analyze 

the significance of the predicted hypotheses.  

There was an alpha level of .05 for all 

statistical tests.  A Pearson Product Moment 

Correlation was used to analyze the 

correlation between self-esteem and 

performance.  Results showed there was not 

a significant correlation between the two 

variables, r=.24, p=.070.   

A 2 (item difficulty: easy vs. 

difficult) X 2 (study times: massing vs. 

spacing) Univariate ANOVA was used to 

determine if there was a significant 
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difference in the allocation of study times 

based upon the difficulty of the word-pair.  

Results showed there was a significant 

difference in study time allocation 

dependent upon the difficulty of the word-

pair, F(1, 59)=6.70, p=.000.  Participants 

decided to space the study of difficult word-

pairs in a mean of 15.33 trials (SD=6.91), 

whereas they massed the study of difficult 

word-pairs in a mean of 8.67 trials 

(SD=6.91).  Participants also spaced the 

study of easy word-pairs in a mean of 13.92 

trials (SD=9.21), while they massed the 

study of easy items in a mean of 10.08 trials 

(SD=9.21).  Paired Samples T-tests showed 

that participantsô choices to space the study 

of difficult word-pairs more than mass the 

study of difficult word-pairs was statistically 

significant, t(59)=3.74, p=.000.  These tests 

also showed that while participantôs decided 

to space the study of easy items more than 

mass the study of easy items, this difference 

was not found to be significant, t(59)=-1.61, 

p=.112.   

A Pearson Product Moment 

Correlation showed that the correlation 

between self-esteem and the massing of 

difficult word-pairs was not found to be 

significant, r=-.07, p=.581.  A Simple 

Regression was used to analyze the effects 

of self-esteem and item difficulty on the 

allocation of study time.  A Simple 

Regression revealed that self-esteem only 

accounted for .005 of the variance in 

choosing to mass difficult word-pairs, which 

was not found to be significant, F(1,59)=.31, 

p=.581.   

 A Pearson Product Moment 

Correlation was used to analyze the 

correlation between self-esteem and the 

accuracy of participantsô global judgments 

of learning.  The accuracy of participantsô 

global judgments was found by subtracting 

their global JOLs from their final recall 

scores, which created a new variable called 

global judgment discrepancy.  Results 

showed that there was no significant 

correlation between self-esteem and global 

judgment discrepancy, r=.10, p=.446. 

 

Discussion 

 

Much of a personôs academic life 

revolves around testing and test results, 

which makes performance on tests a very 

important factor for students.  The goal of 

this research was to study the relationship 

between two factors that influence 

performance: self-esteem and 

metacognition.  Based on previous research, 

four hypotheses were made.  The first 

hypothesis predicted that students with high 

self-esteem would recall more word-pairs 

than students with low self-esteem, but this 

prediction was not supported by the results 

of the current study.  This was surprising 

because previous research has found that 

self-esteem is positively correlated with 

performance (Baker, Beer, & Beer, 1991; 

Phan, 2010; Smith, 1998).  It is believed that 

with a larger sample size, more statistical 

power, and more variance in self-esteem 

scores, this correlation could have been 

found to be significant.   

There are a couple possible 

explanations as to why this studyôs results 

turned out as they did.  Smith (1998) found 

that academic self-esteem was positively 

correlated with studentsô GPAs, but she did 

not find global self-esteem, as measured in 

this study, to be correlated with studentsô 

GPAs.  Academic self-esteem only 

addresses a personôs feelings about his or 

her academic abilities and performance, 

whereas global self-esteem regards a 

personôs beliefs about his or her own self-

worth.  Therefore, a significant relationship 

may have been found in the present study if 

academic rather than global self-esteem had 

been measured. 

 The second possible reason why the 

results did not support the predicted 
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hypothesis could be that while self-esteem 

has been shown to directly correlate and 

sometimes affect school performance, there 

are many factors which mediate this 

relationship.  Phan (2010) performed a study 

with 290 undergraduates and found that self-

esteem, along with self-efficacy, accounted 

for 14% of the variance in academic 

performance, but he did not find that it 

directly influenced performance.  Instead, he 

found that self -esteemôs influence on 

performance was mediated by its influence 

on self-efficacy, mastery goals, 

performance-approach goals, and deep 

processing.  Self-efficacy is a personôs belief 

in their own ability to achieve what they aim 

to achieve.  A student who sets mastery 

goals is showing that he or she wants to 

learn new skills and will continue to 

improve his or her skills even through 

hardship, while performance-approach goals 

regard a studentôs desire to show how 

competent they are.  Deep processing refers 

to a study strategy that involves trying to 

understand material being studied by 

making connections between the material.  It 

could be that the relationships found 

between self-esteem and school performance 

are really due to these mediating factors, 

instead of self-esteem itself. 

The second hypothesis of the current 

study predicted that students would more 

often choose to space the study of difficult 

items and mass the study of easy items.  

This hypothesis was only partially supported 

because it was found that students preferred 

to space the study of both difficult and easy 

items rather than mass the study of the 

items.  Previous research on the effect of 

item difficulty on studentsô study time 

allocation has been controversial.  As 

reviewed in the introduction, Son (2004) and 

Benjamin and Bird (2006) found opposite 

results when examining studentsô study 

choices. The finding of the current study that 

students preferred to space the study of 

difficult items is congruent with Benjamin 

and Birdôs findings and the discrepancy-

reduction hypothesis.  Unlike Benjamin and 

Birdôs results, it was found that students 

preferred to space the study of easy items as 

well.  This finding could still be congruent 

with the discrepancy-reduction hypothesis.  

Perhaps, students prefer to use the best study 

strategy to reduce the discrepancy they find 

for both easy and difficult material. 

The third hypothesis of the current 

study combined previous research on self-

esteem and metacognition.  It predicted that 

students would more often choose to mass 

their studying when they have low self-

esteem and are studying difficult items, but 

this prediction was not supported by the 

results.  The research done by Aunola et al. 

(2000), as summarized in the introduction, 

along with the support found for the spacing 

effect (Pyc & Dunlosky, 2010; Toppino & 

Cohen, 2010), was the foundation for this 

hypothesis.  The present study was the first 

study to examine the relationship between 

self-esteem and studentsô study time 

allocations.  There are a few possible 

reasons why the predicted hypothesis was 

not supported.  The first two reasons deal 

with previous concerns over the sample size 

and the use of a global measure rather than 

an academic measure of self-esteem.  A 

third possible reason why the hypothesis 

was not supported can be found in Phanôs 

(2010) research.  As said above, he found 

that self-esteem directly influenced mastery 

goals, performance-approach goals, and 

deep processing, which affect performance 

positively, but he did not find it to directly 

influence work-avoidance goals, 

performance-avoidance goals, or surface 

processing, which affect performance 

negatively.  It could be argued that self-

esteem has a stronger influence over 

strategies that affect performance positively 

rather than negatively, which could explain 

the current studyôs findings. 
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 The fourth hypothesis of the current 

study predicted that students with low self-

esteem would be more likely to overestimate 

their global JOLs than students with high 

self-esteem.  This hypothesis was made 

because of the findings of Hacker et al. 

(2000) and the evidence supporting the 

positive correlation between self-esteem and 

performance (Baker, Beer, & Beer, 1991; 

Phan, 2010).  This study was also the first to 

examine the relationship between self-

esteem and the accuracy of global JOLs.  

The predicted relationship was not 

supported.  Again, it is believed that with a 

larger sample size or the use of an academic 

measure of self-esteem, this relationship 

could have been closer to significance.  

Another possible reason why the hypothesis 

was not supported is that students tend to be 

more overconfident when first making 

global JOLs and become less overconfident 

with practice (Hacker et al., 2000).  In the 

present study, it was found that most of the 

participants were overconfident when 

making their global JOLs.  Hacker et al. 

(2000) found that while most students were 

very overconfident when making JOLs for 

their first test, they became less 

overconfident on each subsequent test they 

took, with some students becoming 

underconfident.  It is possible if the 

participants of the present study had been 

required to practice making global JOLs, 

there could have been less overconfidence, 

and a significant correlation could have been 

found. 

 It is important to study the effects of 

different factors on test performance 

because of the implications they have in 

school systems.  Every person born in this 

country will be affected by testing.  

Therefore, research needs to be done on 

factors affecting test performance in order to 

help students know how they can attain the 

best performance in school.  It is also 

important because academic achievement 

has been shown to be correlated with factors 

in other areas of life.  For example, 

Lounsbury, Fisher, Levy, and Welsh (2009) 

found academic achievement to be 

positively correlated with self-regulation, 

leadership, fairness, integrity, and other 

characteristics.  Parker et al. (2012) found 

that academic performance in high school 

can predict college attendance, with students 

with higher academic performance being 

more likely to attend college, and Schoon 

and Polek (2011) found that the further a 

student took their education, the higher their 

social status was later in life. 

 This study had a couple limitations.  

One is that it used a global measure of self-

esteem when some research has found more 

promising results with a specifically 

academic measure of self-esteem (Smith, 

1998).  Another is that the sample size 

seemed to be too small.  While sixty seems 

like a fair number of participants, this study 

was using the data from these participants to 

support many different hypotheses, and the 

self-esteem and global JOL scores did not 

have much variance.  With a larger sample 

size, the data would not be stretched as far, 

and there would be more variance in the 

self-esteem and global JOL scores. 

Future research should first try to 

resolve the inconsistencies in the current 

research.  Further research should be done to 

see if global or academic self-esteem is a 

better predictor of academic performance 

(Baker, Beer, & Beer, 1991; Phan, 2010; 

Smith, 1998).  It should also examine if self-

esteem does directly affect performance or if 

its effects are only possible through 

mediating factors (Phan, 2010).  Lastly, 

more research should be done on the 

controversy between Sonôs (2004) and 

Benjamin and Birdôs (2006) findings in 

order to see how item difficulty truly affects 

studentsô allocation of study times.  Future 

research should then focus on other factors 

that can affect the factors examined in this 
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study, such as the effect of practice on the 

overconfidence of global JOLs (Hacker et 

al., 2000).  Because the participants in the 

present study were mostly overconfident 

which did not allow for differences due to 

self-esteem to show, further research should 

be done on this effect to see if any 

differences would occur after practice. 

 Even though self-esteem was not 

found to be a significant factor in the results 

of this study, further research should be 

done because this was the first study to 

examine the relationships between self-

esteem and the allocation of study time and 

self-esteem and the accuracy of global JOLs.  

There are many other factors that can affect 

these relationships that should continue to be 

researched, such as processing strategies, 

study strategies, and practice.  Continued 

research in this area is very important 

because performing well on tests is what 

propels students through the education 

world, and the ability to do well in school is 

associated with factors outside the school 

realm, such as personality characteristics 

and socioeconomic status (Lounsbury, 

Fisher, Levy, & Welsh, 2009; Schoon & 

Polek, 2011). 
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Abstract 

Analyzing the factors involved in party identification is an important part of understanding why 

certain parties win elections, and others do not. While scholars have studied various facets of 

party identification, research has been limited by the lack of attention on the largest and fastest 

growing third party in the United States, the Libertarian Party. This research expands on the 

current literature by examining which groups of people identify with the Libertarian Party on the 

issues, and analyzing how this may affect future elections. Hypotheses are tested using data from 

the 2011 Pew Research Political Typology survey. The results indicate that a significant 

percentage of the population, particularly of self-identified Republicans and Independents, 

identify with the positions of the Libertarian Party. These findings suggest that the Republican 

Party will ultimately act to realign and adopt more socially liberal stances in order to attract 

Libertarian-leaning voters in future elections, and the Libertarian Party would be wise to 

encourage and embrace this shift. 
 

 

Introduction  

 The plurality method of electing 

political leaders has made third party growth 

unlikely in the United States. Voting for a 

third-party candidate who is sure to lose 

increases the risk that a voterôs least 

preferred major party candidate may be 

elected. This phenomenon has been referred 

to as ñDuvergerôs Law,ò named after the 
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sociologist who devised the theory (Riker 

1982; Scarrow 1986, 634). Consequently, 

two parties dominate the electoral system, 

and Republican or Democratic candidates 

win the vast majority of elections.

 Additional factors explaining this 

trend include the lack of media exposure and 

money available to third parties and the 

leftward shift of the Democratic Party. 

Hirano and Snyder (2007) argue that support 

for third partiesðmainly left-wingð

declined because Democrats co-opted left-

wing positions beginning with the New Deal 

coalition. Additionally, they find that non-

left third-party candidates did not replace the 

loss of support by left-wing third parties. 

Today, with polarization on the rise, and 

voters increasingly frustrated with the 

inability of the dominant parties to work 

together, a viable third party could 

significantly alter election results.

 Currently, the Libertarian Party is the 

third largest and fastest growing party in the 

United States. Libertarians
1
 support a 

philosophy of limited government, both 

socially and economically. Consequently, 

they usually agree with Republicans on 

fiscal issues and Democrats on social issues. 

Despite the increasing number of people 

identifying with the Libertarian Party, the 

percentage of self-professed Libertarians is 

still low. In a recent Pew Research Center 

survey (2010), 18% of respondents 

described themselves as Libertarians. In the 

2012 presidential election, Libertarian Gary 

Johnson received just 0.99% of the vote, the 

largest amount ever cast for a Libertarian 

ticket. Yet, it is likely that a significant 

percentage of people support libertarian 

positions, but choose to self-identify as 

Republicans or Democrats. Moreover, there 

is a strong possibility that people who have 

neutral or negative feelings toward 

                                                           
1
 Libertarian refers to the political party or someone 

who self-identifies with the party, while libertarian 

refers to an ideological issue position. 

libertarianismðor do not know what 

libertarianism isðmay agree with 

Libertarians on a majority of issues. This 

suggests a much higher percentage of 

Libertarians than that revealed by public 

opinion data.   

 Although scholars have studied party 

identification, no research has been 

conducted on identifying with the 

Libertarian Party, specifically. Even if 

Libertarian candidates were not able to win 

in the near future, their candidacy could alter 

election outcomes. Therefore, it is important 

to understand who agrees with the 

Libertarian Party and how they currently 

self-identify. 

Theory and Literature  

 Past research has focused on the 

conceptualization of party identification, 

Independents versus nonpartisans, and the 

evolution of identification. This research 

attempts to further the insights gained from 

previous research by analyzing which 

groups of people identify with the 

Libertarian Party on the issues and what this 

could mean for future elections. Prior to 

observing these respondents, it is necessary 

to understand the results of related existing 

research. 

Conceptualization of Party Identification 

 Party identification is the keystone of 

understanding voting behavior. Thus, 

understanding the factors involved is crucial 

in examining the potential success of the 

Libertarian Party. Two views of party 

identification have emerged. Early research 

supports the one-dimensional view, in which 

identification is conceptualized on a one-

dimensional scale, with Republicans on one 

end, Democrats on the other, and 

Independents directly in the center 

(Campbell, Gurin, and Miller 1954, 90). As 

a result, Independents are treated as 

individuals who do not identify with either 
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dominant party.  

 However, support for a one-

dimensional view has declined in favor of a 

more complex perspective. These scholars 

argue that party identification involves 

attitudes toward several distinct objectsð

political parties generally, the Republican 

Party, the Democratic Party, and political 

independenceðso a multidimensional view 

is necessary (Weisberg 1980; Dennis 1988; 

Dennis 1992). Independents are often as 

partisan as or more partisan than those who 

identify with a party (Petrocik 1974; Dennis 

1992, 263). The multidimensional 

perspective frees the interpretation of party 

identification by assuming that citizens can 

identify with multiple parties, and that 

independence is not merely the opposite of 

partisanship. Weisberg (1980, 36) writes: 

 Some people might be Independents 

because they dislike both parties, while 

others  might be Independents because they 

like both parties equally, and still others 

might be Independents because they 

positively value political independence. 

Indeed, some people might consider 

themselves both Republicans (or Democrats) 

and Independents, particularly if they 

generally support Republican issue stands 

but feel that one should vote on the basis of 

issues rather than party labels. 

 This is in contrast to the one-

dimensional view, which places political 

independence in the ñmiddleò of the 

ideological spectrum.   

 A preponderance of evidence 

supports the multidimensional view, which 

has clear implications for the relationship 

between party identification and 

libertarianism. For example, someone might 

identify with a major party, or as an 

Independent, and with the Libertarian Party 

at the same time. Considering the near 

impossibility of a third party victory, this 

voter can be expected to vote for a major 

party even if the voterôs preferences more 

closely align with those of the Libertarian 

Party. As a result, these voters are also likely 

to publicly identify with one of the dominant 

parties.    

 Similarly, a self-identified 

Independent who likes or dislikes the two 

major parties equally could identify with the 

platform of the Libertarian Party considering 

the partyôs agreement with both Republicans 

and Democrats on certain issues. For 

example, consider a voter who finds that she 

agrees with Republicans on economic issues 

and Democrats on social issues. As a result, 

she sees herself as an Independent, someone 

who falls right in the ñmiddleò of the 

ideological spectrum. Yet, she actually 

identifies with the Libertarian Partyôs 

positions. A recent Gallup poll found that a 

record-high 40% of Americans identify as 

Independents (Jones 2012). With such a 

high percentage, it is important to better 

understand the reasons for declaring 

political independence. 

Independent and No-Preference 

 Scholars disagree on the difference 

between Independents and no-preference
2
 

respondents. Some argue that nonpartisans 

are tuned out and lack integration into the 

party system (Miller and Wattenberg 1983; 

Wattenberg 1984). Thus, they are less 

involved in politics than Independents. 

According to Miller and Wattenberg (1983, 

119-20), the increase in ñno-preferenceò 

respondents can be interpreted as a function 

of the declining saliency of political parties.

 Yet, later research concludes that 

these differences have less to do with parties 

than with orientations toward partisan 

independence (Craig 1985, 274). 

Nonpartisans are scarcely more approving of 

political independence than self-identified 

                                                           
2
 I use nonpartisan and no-preference 

interchangeably. 
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Republicans and Democrats. Still, 

nonpartisans and Independents are not too 

different in their attitudes toward Democrats 

and Republicans, or toward political parties 

in general. Perceived party saliency is low 

among those who favor neither party, 

regardless of whether they are nonpartisans 

or Independents (Craig 1985, 288-89).

 Thus, the Libertarian Party could be 

more likely to gain traction since voting for 

a third party is typically understood to be a 

declaration of dissatisfaction with the major 

parties. Of course, each of the previously 

discussed impediments to third party success 

is still in play. Therefore, an alternate 

outcome may be an increasing number of 

Independents and nonpartisans who continue 

to vote for either Republicans or Democrats. 

Yet, as previously discussed, voting patterns 

do not necessarily reflect accurately upon 

oneôs issue preferences. An analysis of no-

preference nonpartisans and Independents 

will shed more light on the relationship 

between these respondents and their views 

toward libertarianism.  

Evolution of Party Identification 

 Researchers have also devoted 

attention to how party identification can 

evolve over time, and two dominant views 

have emerged. The traditional view stresses 

the stability of party identification. 

According to this model, party identification 

develops at an early age and significantly 

influences other political attitudes 

(Schulman and Pomper 1975; Hurwitz 1984; 

Goren 2005). Parents play an especially 

significant role in determining these initial 

identifications and continue to play an 

important, although reduced, role throughout 

their childrenôs lives (Niemi and Jennings 

1991; Achen 2002). Yet, even strong 

supporters of this view admit that over time, 

gradual changes in partisanship can 

accumulate to produce appreciable levels of 

change (Green and Bradley 1994, 437).

 Researchers, thus, have produced 

overwhelming evidence in support of a 

revised perspective, which was introduced to 

account for the increasing fluidity of party 

identification (Hurwitz 1984, 707). 

Supporters argue that party identification is 

subject to change as individual preferences 

change and is also dependent upon future 

events and actions of political leaders 

(Jackson 1975; Fiorina 1981; Franklin and 

Jackson 1983; Allsop and Weisberg 1998). 

 Considering the fact that partisanship 

is malleable, an increase in support for 

libertarian positions among the electorate 

could result in a shifting of identifications, 

although not necessarily in favor of the 

Libertarian Party. Instead, the changes 

would likely reflect which issues are most 

important to the individual. A Republican 

who becomes more socially liberal may 

begin to identify as a Democrat or 

Independent if social issues are important 

enough. On the other hand, if economic 

issues are more important, he or she may 

switch to Independent or stay with the 

Republican Party. However, it may still be 

the case that he or she more strongly 

identifies with the Libertarian Partyôs 

positions.    

 In conclusion, past research 

demonstrates the complexity of party 

identification, the significance of 

Independents and nonpartisans, and the 

ability of people to alter their identification. 

These features are also observed in practice: 

the United States has been shifting to the left 

on social issues, and the electorate is 

dissatisfied with the two dominant partiesô 

inability to compromise. In a Pew Research 

Center survey (2010b), 92% of respondents 

said the lack of compromise is a problem. 

However, the effect of Duvergerôs Law and 

the lack of money and attention given to the 

Libertarian Party result in a small number of 

self-identified Libertarians and an almost 

non-existent Libertarian voting percentage. 
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Thus, I expect that a significant percentage 

of people who identify as Republicans, 

Democrats, Independents, or nonpartisans, 

have issue preferences that are in line with 

the Libertarian Party. With this in mind, the 

expected relationships between party 

identification and libertarianism are 

discussed in greater detail below. 

Hypotheses 

 As noted earlier, the Libertarian 

Party stands for limited government 

intrusion in both social and economic issues. 

As such, Libertarians generally stand with 

Democrats on social issues and Republicans 

on economic issues. While this could 

suggest that a number of Republicans, 

Independents, and Democrats should 

identify with the Libertarian Partyôs 

positions, there are reasons to believe that 

the majority are self-identified Republicans. 

The United States has become more socially 

liberal, but the Republican Party has not 

shifted. Consequently, many moderate 

Republicans are likely to be moderate on 

social issues. This same outcome cannot be 

expected of the Democratic Party since 

Democrats are already socially liberal, and 

the United States is not experiencing a 

similar shift on economic issues. Therefore, 

I expect: 

Hypothesis 1: A significant percentage of 

Republicans will strongly identify with the 

positions of the Libertarian Party. 

 Building on Hypothesis 1, it is 

important to recognize that there are strong 

and weak partisans. A strong attachment 

suggests a close match between the voterôs 

issue preferences and those of the party. For 

example, a strong Republican is likely to 

hold conservative positions on the vast 

majority of issues, if not on all of them. On 

the other hand, weak partisans are likely to 

agree with the opposition on some issues. 

Thus, I expect: 

Hypothesis 2: A majority of 

Republicans/Democrats who identify with 

the Libertarian Partyôs issue positions will 

be weak Republicans/Democrats. 

 According to Weisberg (1980, 36), 

people often identify as Independents 

because they either like or dislike both 

parties equally. In addition, research has 

shown that nonpartisans largely dislike both 

parties. Since the Libertarian Party 

represents a third option, it could be 

appealing to voters who are unfavorable 

toward both Republicans and Democrats. 

Therefore, I anticipate: 

Hypothesis 3: A significant percentage of 

Independents and nonpartisans will strongly 

identify with the issue positions of the 

Libertarian Party. 

Data and Methods 

 The data used was collected from 

Pew Research Centerôs 2011 Political 

Typology Survey A, which obtained 

interviews with a nationally representative 

sample of 1,504 adults. Interviews were 

conducted via landline and cell phone, and 

the margin of error is ±3.0 percentage 

points. The sample is weighted to match 

national population parameters for sex, age, 

education, race, region, population density, 

and telephone usage. 

Dependent Variables 

 My dependent variables are three 

indices that measure libertarianism. The first 

two indices separately measure social and 

economic libertarianism on a scale of 0-5, 

while the third index combines them to 

measure overall libertarianism on a scale of 

0-10. The variables included in the social 

index measure views on gay marriage, gun 

control, privacy versus security, the role of 

government in protecting morality, and the 

legalization of marijuana. The variables 
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included in the economic index measure 

views on business regulation, environmental 

regulation, government efficiency, welfare, 

and free trade. Variables in both indices are 

coded so that 0 is non-libertarian and 1 is 

libertarian. Survey responses coded 

libertarian (1) are pro-gay marriage, pro-

privacy, pro-legalization of marijuana, pro-

free trade, anti-gun control, anti-

government, and anti-regulation. 

 In each case, the Donôt 

Know/Refused option is coded as non-

libertarian (0) for two reasons. First, coding 

DK/Refused as system missing would 

remove every respondent who skipped at 

least one question, which would result in a 

much smaller sample. Additionally, this 

results in a tougher test. Coding DK/Refused 

as libertarian (1) would increase the 

respondentôs index score even if he or she 

disagreed with the libertarian view. Some 

variables also have a Neither/Both Equally 

option, which is also coded as non-

libertarian (0) because a libertarian response 

supports less government, and only one 

answer option does.   

 The overall libertarian index variable 

is also coded into another variable with 

respondents divided into three groups. 

Scores ranging from 0-3 are coded 0 (not at 

all libertarian), scores from 4-6 are coded 1 

(moderately libertarian), and scores from 7-

10 are coded 2 (very libertarian). 

Respondents are divided in this way because 

there are an even amount of social and 

economic issues in the overall index (5 

each), so the average Republican or 

Democrat should receive a score around 5. 

A respondent who scores a 3 or lower is 

significantly less libertarian than the average 

Democrat or Republican, while a respondent 

who scores a 7 or above answered two or 

more questions in a libertarian way beyond 

the average Democrat or Republican. 

 

Independent Variables 

 My independent variables include 

party identification, strength of 

identification, and which party an 

Independent leans toward. Party 

identification is coded into four different 

dummy variables for Republican, Democrat, 

Independent, and No Preference. Party 

strength is coded so that 1 is strong 

Republican/Democrat and 0 is weak 

Republican/Democrat. Finally, the party 

lean variable for self-identified Independents 

is coded so that 1 is lean Republican and 0 is 

lean Democrat. 

Control Variables 

 I have also coded a series of dummy 

variables to control for other factors 

traditionally found to affect party affiliation: 

race, gender, religion, and education. Race is 

coded into 3 separate dummy variables for 

white, black, and Hispanic, and the gender 

variable is coded so that 1 is male and 0 is 

female. The religion variable measures 

whether or not the respondent is a born 

again Christian, and is coded so that 1 is yes 

and 0 is no. Based on mean, education is 

coded so that 0 is not a college graduate and 

1 is a college graduate or higher. 

Method of Analysis 

 In order to analyze the relationship 

between party identification and 

libertarianism, crosstabs and tests of 

significance were used with the independent 

and dependent variables. Additionally, a 

linear regression model was used to analyze 

the direction, strength, and significance of 

the relationship between libertarianism and 

party identification, gender, race, religion, 

and education. 
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Findings 

In examining the relationship between party 

identification and social libertarianism, the 

results show that self-identified 

Independents are the most socially 

libertarian, even more than self-identified 

Democrats. As shown in Figure 1, 33.4% of 

Independents score a 4 or 5 on the index. 

This result supports the hypothesis that a 

significant percentage of self-identified 

Independents identify with libertarian 

positions. Democrats are the second most 

socially libertarian group, with 28.4% 

scoring either a 4 or 5 on the index, and 

Republicans are predictably less socially 

libertarian, with 19.6% scoring either a 4 or 

5. Still, this percentage is higher than one 

may expect considering the socially 

conservative positions of the Republican 

Party. Respondents coded No Preference 

score about the same as Republicans do.

 Regarding economic libertarianism, 

Figure 2 demonstrates that Republicans are 

the most economically libertarian, by far. 

Over 40% of Republicans score either a 4 or 

5 on the economic index. Independents are 

second, with 22.5% of respondents scoring a 

4 or 5. Thus, Independents score highly on 

both the social and economic libertarian 

indices, which supports Hypothesis 3. 

Hypothesis 3 also predicts a high percentage 

of No Preference respondents to be 

libertarian, but the results do not support 

this. Slightly more than 17% of No 

Preference respondents score at least a 4 on 

the economic index. Democrats are 

predictably the least economically 

libertarian, with only 9% scoring either a 4 

or 5. 

 

 

 

 

Figure 1 

Social Libertarianism: Party ID  

 

Figure 2 

Economic Libertarianism: Party ID  

 

 

 The last variable tested with party 

identification is overall libertarianism, 

which is based on an index combining social 

and economic issues. As expected, the 

results in Table 2 show that Republicans are 

the most libertarian overall. Almost 35% of 

Republicans are very libertarian (a score of 

7-10) and about 56% rank as moderately 

libertarian. Independents are a close second 

with about 29% very libertarian and around 

55% moderately libertarian. Exactly 16% of 

No Preference respondents score very 

libertarian, and Democrats have the lowest 

percentage, with about 11% very libertarian. 
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Table 2 

 

 These findings reinforce the 

argument that there is a significantly higher 

percentage of people who identify with the 

positions of the Libertarian Party than 

assumed. First, Independents score high on 

both the social and economic libertarian 

index, which is then reflected in the overall 

index scores. Additionally, Republicans 

score higher on the social libertarian index 

than their partyôs official positions suggest 

and are also very economically libertarian. 

While fewer Democrats receive high scores, 

the percentage is still significant. In total, 

23.8% of the 1,504 respondents rank as very 

libertarian in the overall index. If these 

respondents are removed from their 

respective self-identified party categories, 

28.5% of the remaining respondents are 

Democrats, 26.1% are Independents, and 

only 17.2% are Republicans.   

 I also ran crosstabs analyzing the 

relationship between libertarianism and 

party strength. The results in Figure 3 show 

that self-identified weak Republicans are 

more socially libertarian than self-identified 

strong Republicans. Over 25% of weak 

Republicans score either a 4 or 5 on the 

social index, while about 16% of strong 

Republicans do. On the other hand, 

Democrats do not show a similar 

relationship. Instead, the percentage of weak 

and strong Democrats who score at least a 4 

on the index are about the same, at just 

under 30%. Thus, my hypothesis that weak 

partisans will be more libertarian than strong 

partisans is only true of self-identified 

Republicans, with respect to social issues. 

Figure 3 

Social Libertarianism: Party Strength 

 

 Figure 4 presents the results of the 

relationship between partisan strength and 

economic libertarianism. The Republican 

respondents again show a predictable 

pattern, while the Democrats do not. About 

46% of strong Republicans score at least a 4 

on the index, while 34.5% of weak 

Republicans do. An equal percentage of 

about 9% of weak and strong Democrats 

receive a score of 4 or 5. Additionally, the 

results in Table 3 show that there is not a 

statistically significant relationship between 

overall libertarianism and party strength.  

Figure 4 

Economic Libertarianism: Party Strength 
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Table 3 

 

 An important takeaway from the 

results in Figure 3 and Figure 4 is the 

difference between Republicans and 

Democrats. Predictably, both strong and 

weak Democrats are socially libertarian, but 

not at all economically libertarian. However, 

a significant percentage of Republican 

respondents, both strong and weak, are both 

socially and economically libertarian. These 

results provide further evidence that a 

significant number of self-identified 

Republicans identify with the issue positions 

of the Libertarian Party. 

 Turning to the party lean variable, 

there is no notable difference between the 

two groups of Independents on the social 

index. As shown in Figure 5, just fewer than 

35% of Republican leaners score at least a 4, 

while about 33% of Democrat leaners do. 

More important for the purposes of this 

research is the fact that over 30% of these 

Independent leaners, Republican and 

Democrat, score highly on the social index. 

Less than 15% of each side receive a score 

of 0 or 1, which supports the argument that 

Independents, along with the country 

overall, are significantly socially libertarian.

 The results of crosstabs analyzing 

the relationship between leaners and 

economic libertarianism are also reported in 

Figure 5. About 36% of Republican-leaning 

Independents score at least a 4 on the index, 

while about 10% of Democrat-leaning 

Independents do. Similar to the pattern 

demonstrated by partisan respondents, 

Democrat-leaning Independents are socially 

libertarian but not at all economically 

libertarian, while a high percentage of 

Republican-leaning Independents are 

libertarian in both areas. Once again, 

Republican-leaning Independents 

demonstrate libertarian positions, both 

socially and economically. 

Figure 5 

Libertarianism: Independent Leaners 

 
 

 The results in Table 4 provide further 

evidence of this pattern. Overall, 

Republican-leaning Independents are 

significantly more libertarian than those who 

lean toward the Democrats. About 38% of 

Republican leaners are very libertarian on 

the overall index, while 19% of Democrat 

leaners rank as very libertarian. 

Table 4 

 

 Lastly, the regression model 

reinforces many of these results. Using No 

Preference party identification as the 

baseline variable in the model presented in 

Table 5, both the Republican and 

Independent variables have strong positive 

relationships with overall libertarianism. 

The coefficient for the Republican 
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identification variable is 1.155, which 

signifies that, all other things being equal, a 

Republican will receive a score that is 1.155 

points higher on the overall libertarian 

index. The coefficient for the Independent 

variable is .789, which indicates another 

strong positive relationship. While the 

coefficient for the Democrat variable is .15, 

it is not statistically significant. Likewise, 

while party strength has a weak negative 

relationship, with a coefficient of -.115, it is 

not statistically significant. These results 

confirm that Republicans and Independents 

are significantly more libertarian than their 

self-identifications suggest, while 

Democrats are far less libertarian due to 

their low support for economic freedom. 

Additionally, partisan strength is not a 

significant factor in determining oneôs 

support for libertarian positions. 

Table 5                                               

Predictors of Libertarianism

 

 Control variables are also included in 

the regression model. The male variable has 

a coefficient of .289, which signifies a 

positive relationship between libertarianism 

and being a male. Additionally, with 

Hispanic as the baseline variable, the white 

variable has a coefficient of .468, which 

signifies another positive relationship. In 

contrast, the black variable has a coefficient 

of .16, and is not statistically significant. On 

average, respondents identifying as born-

again Christians score .276 points lower on 

the overall libertarian index, controlling for 

all other variables. This negative 

relationship could be due to a lack of 

support for socially libertarian stances 

viewed as detrimental to society. Finally, 

while college education has a weak negative 

relationship with a coefficient of -.03, it is 

not statistically significant. 

Discussion  

 Generally speaking, these results 

lend support to the overall expectation that 

more citizens identify with the issue 

positions of the Libertarian Party than the 

party itself. However, the hypotheses 

regarding a relationship between strength of 

partisanship and libertarianism, and of 

nonpartisan respondents identifying with the 

Libertarian Partyôs positions, are not 

supported. With respect to partisan strength, 

weak Republicans are more socially 

libertarian than strong Republicans, but they 

are less economically libertarian, which 

lowers their overall score. Additionally, 

there is no difference between weak and 

strong Democrats. An important factor in 

this result is the low number of 

economically libertarian Democrats. This 

may be explained by the lack of an 

economically libertarian trend in society that 

mirrors the socially libertarian one.

 Regarding the nonpartisan 

hypothesis, the results strongly support the 

idea that these respondents perceive the two 

parties as unimportant (Miller and 

Wattenberg 1983; Craig 1985). Rather than 

being in the ñmiddleò of the ideological 

spectrum by agreeing with one party in one 

issue area and the other party in the other 

issue area, which would have resulted in 

better libertarian scores, they are in the 

ñmiddleò because they do not agree with 

either party in either issue area. Thus, they 


